A SECOND-ORDER EPSILON METHOD FOR CONSTRAINED TRAJECTORY OPTIMIZATION

Marle David Hewett

Lidrary
Naval Postgraquate Schoos Monterey, Californıa 93940

# NAVAL POSTGRADUATE SCHOOL Monterey, California 



## THESIS



```
June 1974
```

Approved for public release; distribution unlimited.


## A Second-Order Epsilon Method for

 Constrained Trajectory Optimizationby
Marle David Hewett Commander, United States Navy
B.A.E., Rensselaer Polytechnic Institute, 1959
M.S., Naval Postgraduate School, 1971

Submitted in partial fulfillment of the requirements for the degree of

DOCTOR OF PHILOSOPHY
from the
NAVAL POSTGRADUATE SCHOOL
June 1974

The: 15
$1-2.2$
©.

## ABSTRACT

A second-order epsilon method is developed for trajectory optimization problems. The method is applied to several aircraft and missile performance and air combat maneuvering problems. Heavy emphasis is placed on the realistic modeling of the flight vehicle's motion and maneuvering Iimitations.

The proposed optimization technique, which is an extension of Balakrishnan's epsilon method, uses either the full second-order Newton-Raphson method or the "modified" NewtonRaphson method to minimize the epsilon functional. The full Newton-Raphson method exhibits terminal convergence characteristics superior to the "modified" method, whereas the "modified" method is generally superior in the initial stages of a problem. An algorithm is developed which uses both techniques in a complementary way.

A new penalty functional which has desirable theoretical properties and exhibits excellent computational behavior is introduced to treat state and control inequality constraints.
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## I. INTRODUCTION

The objective of the research reported on herein is to develop a method of solving realistic problems in aircraft and missile performance optimization. Optimization problems of this type have been the subject of considerable research [Refs. 1, 2, 3, 4, 5, 6, and 7]. The mathematical models used in these references are the products of many simplifications and assumptions. Typically, the degree of simplification used to render these problems solvable by some optimization technique is such that the solutions obtained are of limited practical value. This is particularly true in the modeling of aircraft maneuvering limitations, such as aerodynamic stall, maximum structural load factor, and placard Mach number, which require the use of multiple state and control inequality constraints. Since these limitations play an extremely important role in maneuvering flight and air combat, they must be modeled as accurately as possible. It is, therefore, imperative that the optimization technique used to solve the problems posed herein be capable of handling state and control inequality constraints with relative ease.

Balakrishnan's epsilon method is an attractive optimization technique because of the natural manner in which state and control inequality constraints are introduced. The epsilon method is a penalty method in which terms are added

to the performance measure to penalize deviations from the state equations written as equality constraints. Likewise, state and control inequality constraints may be treated by the addition of appropriate penalty terms to the performance measure. The resulting augmented performance measure is minimized by an appropriate algorithm for solving unconstrained optimization problems.

The optimization technique used most successfully in the literature with the epsilon method is a "modified" Newton-Raphson technique, hereafter referred to as the MNR technique. In this method certain second-order terms present in the full Newton-Raphson formulation are neglected. It is argued [Ref. 8] that since computer storage and time requirements to compute these terms are large, and since satisfactory results can be obtained over a large class of problems without the terms, their inclusion is not justified. For these reasons the full Newton-Raphson formulation, hereafter referred to as the FNR technique, has not been previously utilized with the epsilon method.

Difficulties were experienced by the author, however, in applying the $M N R$ technique to problems of the type formulated in this dissertation. The MNR technique was not effective in problems with state equations and multiple inequality constraints resulting from a realistic modeling of the flight vehicle's motion and maneuvering limitations.

For this reason the FNR method was investigated and found to be feasible in terms of computational storage and

time requirements. The $F N R$ method exhibits terminal convergence characteristics superior to the MNR method although the MNR method is generally superior in starting a problem. Problems not solvable by the MNR method alone were solved by an algorithm which uses both methods in a complementary way. The power of the FNR technique close to the minimum can also be used to advantage to obtain a family of optimal trajectories for different end conditions. The optimal trajectory for one set of end conditions is used as a first guess for the optimal trajectory for a neighboring set of end conditions.

Several simplified problems in aircraft performance optimization were attempted initially to gain experience with the epsilon method. In these problems inequality constraints were treated by using interior penalty functionals of the type recommended by Fiacco, McCormick, and Jones [Refs. 9 and 10]. Computational results were unsatisfactory. Difficulties were experienced in keeping the constrained state or control completely admissible; a requirement for the success of an algorithm with this type of penalty functional. To alleviate this difficulty a new penalty functional for inequality constraints is introduced which exhibits excellent computational behavior. The proposed functional has performed well in computation with up to eight inequality constraints represented in a single problem.


The thesis is divided into eight sections. In Section II the epsilon method is presented. The FNR and MNR techniques are derived and discussed. The effectiveness of the FNR method as opposed to the MNR method is demonstrated by a scalar example. Finally, the computational experience gained with both methods in solving realistic performance problems is presented. In Section III the method of treating state and control inequality constraints is presented. The author's experience with interior penalty methods is related and a new penalty functional is proposed. Computational experience with the new penalty functional is related and, finally, several desirable theoretical properties of the new penalty functional are presented. In Section IV the algorithm developed for minimizing the epsilon functional by either the MNR or FNR methods is presented. In Sections V, VI, and VII three aircraft and missile performance optimization problems are solved. These problems are pertinent and realistic in their operational applicability. The three-degree-of-freedom models are the same as those used in basic aircraft performance analysis. Finally, the summary and conclusions are presented in Section VIII.


## II. THE EPSILON METHOD

This section describes the epsilon method and reviews the significant contributions of other investigators. The full Newton-Raphson (FNR) equations for minimizing the augmented performance measure are derived and compared to the modified Newton-Raphson (MNR) equations published elsewhere [Refs. 8, ll, and 12].
A. DESCRIPTION OF THE EPSILON METHOD

1. Statement of the Problem

A dynamic system characterized by the nonlinear state equations

$$
\begin{equation*}
\underset{\sim}{x}(t)=\underset{\sim}{f}[\underset{\sim}{x}(t), \underset{\sim}{u}(t), t] \tag{2.1}
\end{equation*}
$$

is to be controlled to minimize the performance measure

$$
\begin{equation*}
J(\underset{\sim}{x}, \underset{\sim}{u})=h[\underset{\sim}{x}(T), T]+\int_{0}^{T} g[\underset{\sim}{x}(t), \underset{\sim}{u}(t), t] d t \tag{2.2}
\end{equation*}
$$

where $\underset{\sim}{x}(t)$ is an $n x$ state vector and $\underset{\sim}{u}(t)$ is an $\ell x$ l control vector. State and control inequality constraints are omitted for the present. In Section III the inclusion of these constraints is discussed in detail.
2. The Augmented Performance Measure

In the epsilon method as proposed by Balakrishnan
[Refs. 13 and 14], the performance measure (2.2) is augmented

by a penalty functional which involves a weighted integral of the Euclidean norm of the state equations written as equality constraints. The augmented performance measure is

$$
\begin{align*}
J_{a}(\underset{\sim}{x}, \underset{\sim}{u}, \varepsilon) & =J(\underset{\sim}{x}, \underset{\sim}{u})+\frac{1}{\varepsilon} \int_{0} \int_{0}^{T}\|\underset{\sim}{x}-\underset{\sim}{f}(\underset{\sim}{x}, \underset{\sim}{u}, t)\|^{2} d t  \tag{2.3}\\
& =J(\underset{\sim}{x}, \underset{\sim}{u})+\frac{1}{\varepsilon} J_{s}(\underset{\sim}{x}, \underset{\sim}{u}) . \tag{2.4}
\end{align*}
$$

The weighting factor $\varepsilon$ is a positive quantity.

## 3. Behavior as $\varepsilon \rightarrow 0$

As $\varepsilon$ is reduced, the penalty term $J_{S}$ is more heavily weighted, thereby placing greater emphasis on satisfying the state equations. Balakrishnan [Refs. 13 and 14] and Taylor [Ref. ll] have shown that under appropriate assumptions as $\varepsilon \rightarrow 0$, the epsilon method yields the necessary conditions of optimality obtained by applying Pontryagin's minimum principle [Refs. 15 and 16]:

$$
\begin{align*}
& \underset{\sim}{\dot{x}} *(t)=\frac{\partial}{\partial \underset{\sim}{p}}\left[\underset{\sim}{x} *(t),{\underset{\sim}{u}}^{*}(t), t\right],  \tag{2.5}\\
& \underset{\sim}{\dot{p}} *(t)=-\frac{\partial \underset{\sim}{H}}{\partial \underset{\sim}{x}}[\underset{\sim}{x} *(t), \underset{\sim}{u}(t), t], \tag{2.6}
\end{align*}
$$

and

$$
\begin{equation*}
H[\underset{\sim}{x}(t), \underset{\sim}{u}(t), \underset{\sim}{p} *(t), t] \leq H[\underset{\sim}{x} *(t), \underset{\sim}{u}(t), \underset{\sim}{p}(t), t] \tag{2.7}
\end{equation*}
$$

where $H$ is the Hamiltonian function defined as

$H[\underset{\sim}{x}(t), \underset{\sim}{u}(t), \underset{\sim}{p}(t), t] \triangleq g[\underset{\sim}{x}(t), \underset{\sim}{u}(t), t]+\underset{\sim}{p}(t) \underset{\sim}{f}[\underset{\sim}{x}(t), \underset{\sim}{u}(t), t]$,
$\underset{\sim}{\mathrm{p}}(\mathrm{t})$ is the costate or adjoint vector, $\underset{\sim}{\mathrm{u}}(\mathrm{t})$ is an extremal control vector, and $\underset{\sim}{x}(t)$ is an extremal trajectory. The assumptions made are that the minimization problem has a unique solution with $\underset{\sim}{x}(t)$ absolutely continuous for each $\varepsilon$, and that $\underset{\sim}{f}$ and $g$ are continuously differentiable in $\underset{\sim}{x}$ and $\underset{\sim}{u}[\operatorname{Ref} .11]$. Thus, under appropriate assumptions, it can be shown that as $\varepsilon \rightarrow 0$, the epsilon method yields the results of Pontryagin's minimum principle. That is, if the optimal control $\underset{\sim}{u} *(t, \varepsilon)$ of equation (2.3) exists for each $\varepsilon$, that solution will approach the optimal control $\underset{\sim}{u^{*}}(t)$ of equation (2.2) as $\varepsilon \rightarrow 0$.
4. State Equation Integration

It should be noted that the epsilon method is a non-dynamic method in that the state equations are not integrated during the minimization process. Once the augmented performance measure has been minimized a check on the degree of satisfaction of the state equations can be obtained by integrating the state equations with the optimal control.
B. MINIMIZING THE AUGMENTED PERFORMANCE MEASURE

## 1. Sequence of Unconstrained Problems

Once the augmented performance measure (2.3) is formulated, any unconstrained optimization algorithm can

be applied to it. A sequence of unconstrained problems referred to as sub-problems is solved. In each sub-problem $\varepsilon$ is held constant and a minimization is performed until some stopping criterion is satisfied. At this point $\varepsilon$ is decreased and a new sub-problem is commenced using the optimum trajectory found in the previous sub-problem as a first guess. In this manner a sequence of sub-problems is solved until, if convergence occurs, some overall stopping criterion is satisfied.

## 2. Unknowns and Time Discretization

The states and controls can be approximated by any orthogonal expansions. The coefficients in these expansions, along with all free end conditions, become the parameters or unknowns in the optimization. A functional expansion of the form (2.9) is convenient because it is continuous and the period can be selected so that the value of the expansion is zero at the end points. Since the problems solved involve time-invariant systems, $t_{o}$ is selected as zero and the states and controls are written as

$$
\underset{\sim}{y}(t)=\left[\begin{array}{l}
\underset{\sim}{x}(t)  \tag{2.9}\\
\underset{\sim}{\underset{\sim}{u}} \underset{\sim}{x}(t)
\end{array}\right]=\underset{\sim}{y}(0)+\underset{\sim}{y}(T)-\underset{\sim}{y}(0) \quad t+\underset{\sim}{D}\left[\begin{array}{c}
\sin \frac{\pi t}{T} \\
\sin \frac{2 \pi t}{T} \\
\cdot \\
\cdot \\
\sin \frac{M \pi t}{T}
\end{array}\right]
$$

where $M$ is the number of harmonics used and


$$
\mathrm{D}=\left[\begin{array}{l}
\underset{\sim}{D} \underset{\sim}{x}  \tag{2.10}\\
-\underset{\sim}{\underset{\sim}{u}} \\
\underset{\sim}{\sim}
\end{array}\right]
$$

is an $(n+\ell) x$ M matrix of coefficients. The derivative of the expansion of the state vector given in equation (2.9) with respect to time is required and is given by

$$
\underset{\sim}{x}(t)=\frac{\underset{\sim}{x}(T)-\underset{\sim}{x}(0)}{T}+\underset{\sim}{D} \underset{\sim}{x}\left[\begin{array}{c}
\frac{\pi}{T} \cos \frac{\pi t}{T}  \tag{2.11}\\
\frac{2 \pi}{T} \cos \frac{2 \pi t}{T} \\
\cdot \\
\cdot \\
\cdot \\
\frac{M \pi}{T} \cos \frac{M \pi t}{T}
\end{array}\right]
$$

The objective is to find the $\underset{\sim}{D}$ matrix along with the values of the free end conditions which minimize equation (2.3) for a given $\varepsilon$. In order to perform this minimization, the time interval $T$ is divided into ( $K-1$ ) sub-intervals each of duration $\Delta t$ so that there are $K$ discrete time points. The augmented performance measure given by Equation (2.3) is written as

$$
\begin{align*}
J_{a}(\underset{\sim}{x}, \underset{\sim}{u}, \varepsilon) & =\frac{1}{\varepsilon}\left[\int_{0}^{T}\left[{\underset{x}{x}}^{p}(t)-f_{1}(\underset{\sim}{x}, \underset{\sim}{u})\right]^{2} d t+\int_{0}^{T}\left[\dot{x}_{2}(t)-f_{2}(\underset{\sim}{x}, \underset{\sim}{u})\right]^{2} d t\right. \\
& \left.+\ldots+\int_{0}^{T}\left[{\underset{x}{x}}_{n}(t)-f_{n}(\underset{\sim}{x}, \underset{\sim}{u})\right]^{2} d t\right]  \tag{2.12}\\
& +\int_{0}^{T} g[\underset{\sim}{x}, \underset{\sim}{u}] d t+h[\underset{\sim}{x}(T), T] .
\end{align*}
$$



Suppressing the arguments for clarity, equation (2.12) is expanded to yield
$J_{a}=\frac{1}{\varepsilon}\left[\int_{0}^{\Delta t}\left(\dot{x}_{1}-f_{1}\right)^{2} d t+\int_{\Delta t}^{2 \Delta t}\left(\dot{x}_{1}-f_{1}\right)^{2} d t+\cdots+\int_{(K-1) \Delta t}^{K \Delta t}\left(\dot{x}_{1}-f_{1}\right)^{2} d t\right.$
$+\int_{0}^{\Delta t}\left(\dot{x}_{2}-f_{2}\right)^{2} d t+\int_{\Delta t}^{2 \Delta t}\left(\dot{x}_{2}-f_{2}\right)^{2} d t+\cdots+\int_{(K-1) \Delta t}^{K \Delta t}\left(\dot{x}_{2}-f_{2}\right)^{2} d t$
$+\cdots \cdot$
(2.13)
$\left.+\int_{0}^{\Delta t}\left(\dot{x}_{n}-f_{n}\right)^{2} d t+\int_{\Delta t}^{2 \Delta t}\left(\dot{x}_{n}-f_{n}\right)^{2} d t+\cdots+\int_{(K-1) \Delta t}^{K \Delta t}\left(\dot{x}_{n}-f_{n}\right)^{2} d t\right]$
$+\int_{0}^{\Delta t} g \Delta t+\int_{\Delta t}^{2 \Delta t} g \Delta t+\cdots+\int_{(K-1) \Delta t}^{K \Delta t} g \Delta t+h[\underset{\sim}{x}(T), T]$
which can be approximated by

$$
\begin{aligned}
& J_{a} \approx\left\{\dot{x}_{l}(0)-f_{1}\left[{\underset{\sim}{x}}^{x}(0), \underset{\sim}{u}(0)\right]\right\}^{2} \frac{\Delta t}{\varepsilon}+\left\{\dot{x}_{l}(\Delta t)-f_{l}\left[\underset{\sim}{x}(\Delta t),{\underset{\sim}{\sim}}^{u}(\Delta t)\right]\right\}^{2} \frac{\Delta t}{\varepsilon} \\
& +\cdots+\left\{\dot{x}_{1}([K-1] \Delta t)-f_{1}[\underset{\sim}{x}([K-1] \Delta t), \underset{\sim}{u}((K-1) \Delta t)]\right\}^{2} \cdot \frac{\Delta t}{\varepsilon}+ \\
& \left\{x_{2}(0)-f_{2}\left[x_{\sim}^{x}(0), u(0)\right]\right\}^{2} \frac{\Delta t}{\varepsilon}+\left\{\dot{x}_{2}(\Delta t)-f_{2}\left[x_{\sim}(\Delta t), u_{\sim}(\Delta t)\right]\right\}^{2} \frac{\Delta t}{\varepsilon} \\
& +\cdots+\left\{\dot{x}_{2}((K-1) \Delta t)-f_{2}[\underset{\sim}{x}((K-1) \Delta t), u((K-1) \Delta t)]\right\}^{2} \frac{\Delta t}{\varepsilon}+\cdots+ \\
& \left\{\dot{x}_{n}(0)-f_{n}\left[x_{\sim}(0),{\underset{\sim}{\sim}}^{\sim}(0)\right]\right\}^{2} \frac{\Delta t}{\varepsilon}+\left\{\dot{x}_{n}(\Delta t)-f_{n}\left[x_{\sim}(\Delta t),{\underset{\sim}{r}}(\Delta t)\right]\right\}^{2} \frac{\Delta t}{\varepsilon} \\
& +\cdots+\left\{\dot{x}_{n}((K-1) \Delta t)-f_{n}[x((K-1) \Delta t), u((K-1) \Delta t)]\right\}^{2} \frac{\Delta t}{\varepsilon}+ \\
& \{g[x(0), \underset{\sim}{u}(0)]\} \Delta t+\{g[\underset{\sim}{x}(\Delta t), \underset{\sim}{u}(\Delta t)]\} \Delta t+\cdots+ \\
& \{g[\underset{\sim}{x}((K-1) \Delta t), \underset{\sim}{u}((K-1) \Delta t)]\} \Delta t+h[\underset{\sim}{x}(T), T] \quad!
\end{aligned}
$$

Hence, the augmented performance measure can be written as

$$
\begin{align*}
J_{a} & ={\underset{\sim}{w}}^{2}+w_{2}^{2}+\ldots+w_{Q}^{2}  \tag{2.15}\\
& ={\underset{\sim}{w}}^{T} \underset{\sim}{w} \tag{2.16}
\end{align*}
$$

where $\underset{\sim}{w}$ is a $Q \times$ column vector. The first $K$ elements of w are

$$
\begin{array}{r}
w_{k}=\left\{\dot{x}_{1}[(k-1) \Delta t]-f_{1}\left[\underset{\sim}{x}((k-1) \Delta t){\underset{\sim}{1}}_{u}^{u}((k-1) \Delta t)\right]\right\}\left[\frac{\Delta t}{\varepsilon}\right]^{\frac{1}{2}}, \\
k=1,2, \ldots, k, \tag{2.17}
\end{array}
$$

etc. The form of equation (2.16) is convenient for computer programming the epsilon method and for the derivation of the minimization techniques that follow. In minimum time problems where the performance measure is given by

$$
\begin{equation*}
J=\int_{0}^{T} d t . \tag{2.18}
\end{equation*}
$$

one element of $\underset{\sim}{w}$ of the form

$$
\begin{equation*}
w_{Q}=[(K-1) \Delta t]^{\frac{1}{2}} \tag{2.19}
\end{equation*}
$$

is used to represent equation (2.18). In these type problems the number of time points $K$ is held constant during the minimization in order to keep the dimensions of all vectors and matrices constant and the time interval $\Delta t$ is minimized.


The values of the states and controls required in equation (2.14) are obtained by evaluating equations (2.9) and (2.11) at each time point $t=(k-1) \Delta t$ where $k=1,2$, ...,K. Written in discrete form equation (2.9) is

$$
\underset{\sim}{y}[(k-1) \Delta t]=\underset{\sim}{y}(0)+\frac{\underset{\sim}{y}[(K-1) \Delta t]-\underset{\sim}{y}(0)}{K-1}(k-1)+\underset{\sim}{D}\left[\begin{array}{c}
\sin \frac{\pi(k-1)}{K-1} \\
\sin \frac{2 \pi(k-1)}{K-1} \\
\vdots \\
\sin \frac{\dot{M} \pi(k-1)}{K-1}
\end{array}\right]
$$

and equation (2.11) is

$$
\underset{\sim}{\dot{\sim}}[(k-1) \Delta t]=\frac{\underset{\sim}{x}[(K-1) \Delta t]-\underset{\sim}{x}(0)}{(K-1) \Delta t}+\underset{\sim}{D} \underset{x}{ }\left[\begin{array}{cc}
\frac{\pi}{(K-1) \Delta t} & \cos \frac{\pi(k-1)}{K-1}  \tag{2.21}\\
\frac{2 \pi}{(K-1) \Delta t} & \cos \frac{2 \pi(k-1)}{K-1} \\
\vdots \\
\vdots \\
\frac{M \pi}{(K-1) \Delta t} & \cos \frac{M \pi(k-1)}{K-1}
\end{array}\right]
$$

A vector of unknowns $\underset{\sim}{c}$ is formed and is given by

$$
\begin{align*}
{\underset{\sim}{c}}^{T}= & \left(d_{1,1}, d_{1,2}, \ldots, d_{1, M}, d_{2,1}, d_{2,2}, \ldots, d_{2, M}, \ldots,\right. \\
& \left.d_{n+l, 1}, d_{n+l, 2}, \ldots, d_{n+l, M}, z_{1}, z_{2}, \ldots, z_{p}, \Delta t\right) \tag{2.22}
\end{align*}
$$

where $d_{i, j}$ is the element in the $i^{\text {th }}$ row and $f^{\text {th }}$ column of $\underset{\sim}{D}$ and $z_{1}, z_{2}, \ldots, z_{P}$ represent $P$ free end conditions some of which occur at $t=0$, and others at $t=T$. Some of the $z_{p}$ 's correspond to states and others to controls. The last element, $\Delta t$, is present only if time is to be minimized. The $\underset{\sim}{c}$ vector consists of $L$ elements where

$$
\begin{equation*}
L=(n+l) \times M+P \tag{2.23}
\end{equation*}
$$

for all problems except minimum time problems and

$$
\begin{equation*}
L=(n+l) \times M+P+l \tag{2.24}
\end{equation*}
$$

for minimum-time problems.
With the states and controls given by equation (2.20) and the augmented performance measure given by equation (2.16), the problem has been transformed into a parameter optimization problem with the unknowns given by c (2.22).
3. Minimization Techniques

The methods which have received attention in the literature for finding ${\underset{\sim}{c}}^{*}$ which minimizes the augmented performance measure given in equation (2.3) are the gradient method and a "modified" Newton-Raphson method (MNR).

The gradient method has been investigated by J. Taylor [Refs. ll and 12] and L. Taylor [Ref. 8] with unsatisfactory results. These investigators report that
in non-linear problems the gradient method frequently obtains false minima and requires considerable computation time compared to other methods.

An MNR method in which certain second-order terms present in the full Newton-Raphson (FNR) method are neglected has enjoyed greater success and requires less computation time than the gradient method [Refs. 8, ll, and 12]. However, in Ref. 8 difficulties are reported with the MNR method in non-linear problems. $J_{a}$ often begins an oscillation after two or three iterations and does not settle to a minimum. In the problems solved herein the same oscillations have been observed when the MNR algorithm has been used. Convergence to the minimum, when it does occur, is typically very slow. Typical performance of the MNR method is shown in Figure 1.
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The FNR method has not been used by other investigators with the epsilon method because of the increased computer time for each iteration, the additional storage space required, and a significantly increased analytic workload involved in deriving second partial derivatives. Because of the poor performance of the MNR method on problems of the type solved herein, the FNR method has been investigated in detail in this work. With careful programming the computer time for each iteration and storage space required for the FNR method has been reduced to an extent which makes the method computationally feasible.

## 4. The Full and Modified Newton-Raphson Equations

The FNR equations for finding ${\underset{\sim}{c}}^{*}$ are derived here in a manner which permits the $M N R$ equations derived in the literature [Refs. 8 and ll] to be obtained by neglecting a term.

The augmented performance measure is expanded in a Taylor series including up to second-order terms and is written as

$$
\begin{equation*}
J_{a}(\underset{\sim}{c}+\Delta \underset{\sim}{c}) \approx J_{a}(\underset{\sim}{c})+\left(\nabla_{\underset{\sim}{c}}^{J_{a}}\right)_{\underset{\sim}{c}}^{T} \Delta \underset{\sim}{c}+\frac{1}{2}(\Delta \underset{\sim}{c})^{T}\left(\nabla_{\sim}^{c}{ }_{\sim}^{J}{ }_{a}\right) \underset{\sim}{c}(\Delta \underset{\sim}{c}) \tag{2.25}
\end{equation*}
$$

where

$$
\nabla_{\underset{\sim}{c}}^{J} a=\left[\begin{array}{c}
\frac{\partial J_{a}}{\partial c_{1}}  \tag{2.26}\\
\frac{\partial J_{a}}{\partial c_{2}} \\
\cdot \\
\vdots \\
\frac{\partial J_{a}}{\partial c_{L}}
\end{array}\right]
$$

and

$$
\nabla_{\underset{\sim}{c}}{ }^{2} J_{a}=\left[\begin{array}{cccc}
\frac{\partial^{2} J_{a}}{\partial c_{1}{ }^{2}} & \frac{\partial^{2} J_{a}}{\partial c_{1} \partial c_{2}} & \cdot & \cdot \\
\frac{\partial^{2} J_{a}}{\partial c_{2} \partial c_{I}} & \frac{\partial^{2} J_{a}}{\partial c_{2}{ }^{2}} & \cdot & \cdot \\
\vdots & \vdots c_{1} \partial c_{L} \\
\vdots & \vdots & \frac{\partial^{2} J_{a}}{\partial c_{2} \partial c_{L}} \\
\frac{\partial^{2} J_{a}}{\partial c_{L} \partial c_{I}} & \frac{\partial^{2} J_{a}}{\partial c_{L} \partial c_{2}} & \cdot & \cdot \\
\frac{\partial^{2} J_{a}}{\partial c_{L}{ }^{2}}
\end{array}\right]
$$

Solving for the increment of $J_{a}$, we have

$$
\begin{align*}
& \Delta J_{a} \stackrel{\Delta}{=} J_{a}(\underset{\sim}{c}+\underset{\sim}{c})-J_{a}(\underset{\sim}{c})  \tag{2.28}\\
& \approx\left(\nabla_{\underset{\sim}{c}}^{J}{ }_{a}\right) \underset{\sim}{c}{ }^{T} \Delta \underset{\sim}{c}+\frac{1}{2}(\Delta \underset{\sim}{c})^{T}\left(\nabla_{\underset{\sim}{c}}{ }^{2} J_{a}\right) \underset{\sim}{c}(\Delta \underset{\sim}{c}) . \tag{2.29}
\end{align*}
$$

Applying the necessary condition for a minimum, we have

$$
\begin{equation*}
\frac{\partial\left(\Delta J_{a}\right)}{\partial(\Delta \underset{\sim}{c})}=\left(\nabla_{\sim}^{c}{ }_{\sim}^{J}\right)_{\underset{\sim}{c}}+\left(\nabla_{\underset{\sim}{c}}{ }^{2} J_{a}\right)_{\underset{\sim}{c}} \Delta_{\sim}^{c}=\underset{\sim}{0} \tag{2.30}
\end{equation*}
$$

which when solved for $\Delta \underset{\sim}{c}$ yields

$$
\begin{equation*}
\Delta \underset{\sim}{c}=-\left(\nabla_{\sim}^{c}{ }_{\sim}^{2} J_{a}\right)_{\sim}^{c}-1\left(\nabla_{\sim}^{c}{ }^{J}\right)_{\underset{\sim}{c}} . \tag{2.31}
\end{equation*}
$$

If the augmented performance measure is written as

$$
\begin{equation*}
J_{a} \triangleq{\underset{\sim}{w}}^{T} \underset{\sim}{w} \tag{2.14}
\end{equation*}
$$

where $\underset{\sim}{W}$ is a $Q$-dimensional column vector, then

$$
\begin{align*}
\nabla_{\underset{c}{c}}{ }^{\prime} & ={\underset{\sim}{c}}_{\underset{\sim}{c}}(\underset{\sim}{w} \underset{\sim}{w})  \tag{2.32}\\
& =2(\underset{\sim}{\underset{\sim}{w}})^{T} \underset{\sim}{w}
\end{align*}
$$

and

$$
\begin{align*}
\nabla_{\underset{\sim}{c}}^{2} J_{a} & =2 \nabla_{\underset{\sim}{c}}\left[\left(\nabla_{\sim}^{\underset{\sim}{\underset{\sim}{w}}}\right)^{T} \underset{\sim}{w}\right]  \tag{2.33}\\
& =2\left[\left(\nabla_{\underset{\sim}{c}}^{\underset{\sim}{w}}\right)^{T}\left(\nabla_{\underset{\sim}{c}}^{\underset{\sim}{w}}\right)+\left({\underset{\sim}{c}}_{\underset{\sim}{w}}{ }^{2}\right)^{T} \underset{\sim}{w}\right] .
\end{align*}
$$

The matrix ${\underset{\sim}{c}}_{\underset{\sim}{w}}^{w}$ is given by


$$
\left[\begin{array}{cccc}
\frac{\partial w_{1}}{\partial c_{1}} & \frac{\partial w_{2}}{\partial c_{2}} & \cdots & \frac{\partial w_{1}}{\partial c_{L}}  \tag{2.34}\\
\frac{\partial w_{2}}{\partial c_{1}} & \frac{\partial w_{2}}{\partial c_{2}} & \cdots & \frac{\partial w_{2}}{\partial c_{L}} \\
\vdots & \vdots & & \vdots \\
\frac{\partial w_{Q}}{\partial c_{1}} & \frac{\partial w_{Q}}{\partial c_{2}} & \cdots & \frac{\partial w_{Q}}{\partial c_{L}}
\end{array}\right]
$$

$\nabla_{\underset{\sim}{c}}{ }_{\sim}^{W} \underset{\sim}{w}$ is a three-dimensional array composed of $L$ matrices each $\underset{\sim}{c} \sim \tilde{f}^{\sim}$ dimension $Q \times L$ which has as its ijk th element $\frac{\partial^{2} W_{i}}{\partial c_{k} \partial c_{j}}$; that is

Substituting equations (2.32) and (2.33) into equation (2.31), we have

This is the full Newton-Raphson equation. The modified Newton-Raphson equation can be obtained by neglecting the second term in the inverse in equation (2.36), which yields

Several comments concerning equations (2.36) and (2.37) are in order:
a. the term $\nabla_{\mathrm{C}} \underset{\sim}{W}$ given by equation (2.34) is a $Q \times \mathrm{L}$ matrix;
b. the term $\left(\underset{\sim}{\nabla_{\sim}^{\sim}} \underset{\sim}{W}\right)^{T}\left(\nabla_{\underset{\sim}{\sim}}^{w}\right)$ is a symmetric $L$ x $L$ matrix;
c. the term $\left(\nabla_{\mathcal{C}}^{\sim}\right)^{T} \underset{\sim}{W}$ is an $L \times 1$ vector;
d. the term $\nabla_{c}{ }^{2} \underset{\sim}{w}$ given by equation (2.35) is a $Q \times L \times L$ three-dimensional array;
e. the term $\left(\nabla_{c}{ }_{c}{ }_{\sim}^{W}\right)^{T} \underset{\sim}{W}$ is a symmetric $L$ x L matrix;
f. $\left(\nabla_{\underset{\sim}{c}}{ }^{2} \underset{\sim}{w}\right)^{T}$ is $\tilde{d}$ defined as the three-dimensional array obtained by transposing each individual $Q \times$ L matrix given in equation (2.35);
g. the result of the operation $\left(\nabla_{c}{ }_{c}{\underset{\sim}{w}}^{W}\right)^{T} \underset{\sim}{w}$ is defined as an $L \times L$ matrix in which the $1^{\text {th }}$ column is the product $\left[\frac{\partial}{\partial c_{i}}(\underset{\sim}{\underset{\sim}{\sim}} \underset{\sim}{\sim})\right]^{T} \underset{\sim}{w}$.
5. A Scalar Illustration of the MNR and FNR Methods The potential importance of the second-order term neglected in the MNR equations can be illustrated with a simple scalar problem in function minimization. The NewtonRaphson equation to minimize a function $f(x)$ takes the well known form

$$
\begin{equation*}
\Delta x=-\frac{f^{\prime}(x)}{f^{\prime \prime}(x)} \tag{2.38}
\end{equation*}
$$

If

$$
\begin{equation*}
f(x)=w^{2}(x) \tag{2.39}
\end{equation*}
$$

which is the form of equation (2.16) with $\underset{\sim}{w}$ taken as a scalar, then

$$
\begin{equation*}
f^{\prime}(x)=2 w(x) \frac{d w}{d x}(x) \tag{2.40}
\end{equation*}
$$

and

$$
\begin{equation*}
f^{\prime \prime}(x)=2\left[\frac{d w}{d x}(x)\right]^{2}+2 w(x) \frac{d^{2} w}{d x^{2}}(x) \tag{2.41}
\end{equation*}
$$

The FNR equation (2.36) is

$$
\begin{equation*}
\Delta x=\frac{-w(x) \frac{d w}{d x}(x)}{\left[\frac{d w}{d x}(x)\right]^{2}+w(x) \frac{d^{2} w}{d x^{2}}(x)} \tag{2.42}
\end{equation*}
$$

whereas the MNR equation (2.37) is

$$
\begin{align*}
\Delta x & =\frac{-w(x) \frac{d w}{d x}(x)}{\left[\frac{d w}{d x}(x)\right]^{2}}  \tag{2.43}\\
& =-\frac{w(x)}{\frac{d w}{d x}(x)} \tag{2.44}
\end{align*}
$$

Applying equations (2.42) and (2.44) to the function

$$
\begin{equation*}
f(x)=(x-1)^{4}+1 \tag{2.45}
\end{equation*}
$$

in which

$$
\begin{equation*}
w(x)=\left[(x-1)^{4}+1\right]^{\frac{1}{2}} \tag{2.46}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\Delta x=-\frac{1}{3}(x-1) \tag{2.47}
\end{equation*}
$$

for the FNR algorithm and

$$
\begin{equation*}
\Delta x=-\frac{(x-1)^{4}+1}{2(x-1)^{3}} \tag{2.48}
\end{equation*}
$$

for the MNR algorithm. Tables 1 and 2 show the first few iterations by both methods from an initial guess of $x(0)=3$.


| MNR Equation (2.48) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Iteration | x | $\Delta \mathrm{x}$ | $\mathrm{f}(\mathrm{x})$ |  |
| 1 | 3.000 | -1.062 | 17.000 |  |
| 2 | 1.937 | -1.076 | 1.772 |  |
| 3 | 0.862 | 190.070 | 1.000 |  |
| 4 | 190.932 | 145.121 | $1.329 \times 10^{9}$ |  |

Table 1

| FNR Equation (2.47) |  |  |  |
| :---: | :---: | :---: | :---: |
| Iteration | x | $\Delta \mathrm{x}$ | $\mathrm{f}(\mathrm{x})$ |
| 1 | 3.000 | -0.667 | 17.000 |
| 2 | 2.333 | -0.444 | 4.160 |
| 3 | 1.889 | -0.296 | 1.625 |
| 4 | 1.593 | -0.197 | 1.124 |
| 5 | 1.395 | -0.132 | 1.024 |
| 6 | 1.263 | -0.088 | 1.005 |
| 7 | 1.175 | -0.058 | 1.001 |
| 8 | 1.117 | -0.039 | 1.000 |
| 9 | 1.078 | -0.026 | 1.000 |

Table 2

Clearly the MNR equation causes $x$ to diverge after an initial period of convergence while the FNR equation causes $x$ to approach the minimum.
6. Computation Experience With the FNR and MNR Methods

The performance of the MNR method in the preceding scalar example is typical of the performance observed by the author in large problems. However, the FNR equation is also

$=$

$$
\begin{align*}
& \text { min } \tag{4}
\end{align*}
$$

Ian an
not uniformly effective when used exclusively in large problems. Fortunately, the areas of effectiveness of the two methods are complementary.

In order to discuss the effectiveness of the two methods it is convenient to define two areas in the minimization process. Initial behavior refers to the behavior of $J_{a}$ during the first two or three iterations in a sub-problem. Terminal behavior refers to the behavior of $J_{a}$ after the first two or three iterations within the same sub-problem. The following behavior has been observed.
a. Initial behavior: The MNR equation outperforms the FNR equation in this area. The ability of the FNR equation to minimize $J_{a}$ is very sensitive to the starting value of the unknowns ( $\underset{\sim}{c}$ ). With the values of $\underset{\sim}{c}$ far removed from the optimum, the FNR equation generally causes $\mathrm{J}_{\mathrm{a}}$ to increase rapidly and diverge from the minimum. The MNR equation on the other hand is relatively insensitive to the starting $\underset{\sim}{c}$ and can usually be counted on to move $\mathrm{J}_{\mathrm{a}}$ toward the minimum for at least one or two iterations.
b. Terminal behavior: As the minimum is approached, the MNR equation produces the behavior shown in Figure 1. The FNR equation, however, generally becomes extremely effective in rapidly finding the minimum.
7. A Combination FNR-MNR Minimization Method

The obvious approach suggested by the previous observations is to devise an algorithm which minimizes by the MNR equation initially in a given sub-problem and switches to
the FNR equation at some appropriate point in the iteration process. Such an algorithm is presented in Section IV.

## 

III. AN INEQUALITY CONSTRAINT PENALTY FUNCTIONAL

In this section a new penalty functional is introduced for state and control inequality constraints of the form

$$
\begin{aligned}
& x_{i_{L}} \leq x_{1}(t) \leq x_{i_{M}}, \quad 1=1,2, \ldots, I_{s} \leq n, \quad t \varepsilon\left[t_{0}, T\right], \text { (3.1) } \\
& u_{j_{L}} \leq u_{j}(t) \leq u_{j_{M}}, j=1,2, \ldots, I_{c} \leq \ell, \quad t \varepsilon\left[t_{o}, T\right] . \text { (3.2) }
\end{aligned}
$$

All state and control inequality constraints encountered in the problems solved herein are of this type. The difficulties encountered with existing penalty methods which led to the use of a new functional are related. The new penalty functional has performed well in computation and is used exclusively in the solution of the problems presented. Additionally, several desirable theoretical properties of the proposed penalty functional are presented.
A. INTERIOR PENALTY METHODS

## 1. Past Research

In Ref. 10 Jones and McCormick present a number of theoretical results concerning interior penalty functionals of the Fiacco-McCormick type [Ref. 9] in conjunction with the epsilon method. If, for example, a state or control, denoted by $y(t)$ for generality, is constrained by

$$
\begin{equation*}
y(t) \leq Y \quad, \quad t \in\left[t_{0}, T\right], \tag{3.3}
\end{equation*}
$$

a Fiacco-McCormick penalty functional [Ref. 9] of the form

$$
\begin{equation*}
\int_{t_{0}}^{T} \frac{r}{1-y(t)} d t \tag{3.4}
\end{equation*}
$$

is added to the augmented performance measure. The behavior of the integrand of expression (3.4) for a fixed time $t \varepsilon\left[t_{0}, T\right]$ as the positive weighting factor $r$ approaches 0 is shown in Figure 2.


Figure 2
Fiacco-McCormick penalty function vs. constrained variable for a fixed time

If penalty functionals of this type are added to the performance measure, it can be shown [Ref. 10] that as $r$ approaches 0 and $\varepsilon$ approaches 0 , the epsilon method yields Pontryagin's minimum principle. The development parallels and augments Balakrishnan's work [Refs. 13 and 14] without inequality constraints. No computational results, however, are presented.
2. Computational Experience

A simple problem involving one state variable and one constrained control was attempted using the epsilon method and a penalty functional of the form given by equation (3.4). The optimal control was on the constraint boundary. The algorithm was unable to solve the problem by either the FNR or MNR method from a variety of starting points. Once the control penetrated the constraint boundary for a finite time interval, the algorithm failed on the next iteration. The value of r required to keep the control admissible for all $t \varepsilon\left[t_{o}, T\right]$ throughout the iteration process was large, resulting in the augmented performance measure being dominated by the Fiacco-McCormick penalty term. As a result, the optimal solution $[\underset{\sim}{u}$ * $(t, \varepsilon, r)]$ to the augmented problem could not be made to approach the optimal solution $[\underset{\sim}{u} *(t)]$.
B. A NEW PENALTY FUNCTIONAL: COMPUTATIONAL PROPERTIES

1. The Form of the New Penalty Functional

Consider a control or state $y(t)$ which is subject to
a constraint of the form


$$
\begin{equation*}
y(t) \varepsilon\left[y_{L}, y_{M}\right] \quad, \quad t \varepsilon\left[t_{0}, T\right] \tag{3.5}
\end{equation*}
$$

A penalty functional of the form

$$
\begin{equation*}
J_{p}\left(y, r, K_{p}\right)=r \int_{t_{0}}^{T}\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]^{2 K_{p}} d t \tag{3.6}
\end{equation*}
$$

where $K_{p}$ is a positive integer is added to the augmented performance measure. The effect of $K_{p}$ can be seen from Figure 3 which shows the integrand of equation (3.6) as a function of $y(t)$ for a fixed time $t \varepsilon\left[t_{0}, T\right]$.


Figure 3
New penalty function vs. constrained variable for a fixed time

A functional of the form given by equation (3.6) is added to the augmented performance measure for each inequality constraint of the form given by equations (3.1) and (3:2). For $I_{c}$ control constraints and $I_{s}$ state constraints of this form the total augmented performance measure for the epsilon method written for time invariant problems with $t_{0}=0$ is
$J_{a}=J+\int_{0}^{T} \frac{1}{\varepsilon}\|\underset{\sim}{\dot{x}}-\underset{\sim}{f}(\underset{\sim}{x}, \underset{\sim}{u})\|^{2} d t$
$+r \int_{0}^{T}\left\{\sum_{j=1}^{I_{c}}\left[\frac{2 u_{j}(t)-u_{j_{M}}-u_{j L}}{u_{j_{M}}-u_{j_{L}}}\right]^{2 K_{p}}+\sum_{i=1}^{I_{s}}\left[\frac{2 x_{i}(t)-x_{i_{M}}-x_{i}}{x_{i_{M}}-x_{i_{L}}}\right]^{2 K_{p}}\right\} d t$

$$
\begin{equation*}
=J+\frac{I}{\varepsilon} J_{S}+r J_{p} \tag{3.8}
\end{equation*}
$$

The "two-sided" feature of the penalty functional makes it especially suited to constraints of the form given by equations (3.1) and (3.2). In effect, two inequality constraints are included in one penalty term.

## 2. Computational Strategy

The power $K_{p}$ is increased gradually in numerical computation in the same manner as $\varepsilon$ is decreased. Thus, increasingly refined boundaries to the admissible region are provided. Both $\varepsilon$ and $K_{p}$ are held constant within a sub-problem and are altered between sub-problems. The weighting factor $r$, which is required to provide an overall weighting among $J, J_{S}$, and $J_{p}$, is held constant throughout the entire problem.
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Computational results with this penalty functional have been excellent. Up to eight inequality constraints have been treated successfully in one problem.
C. THEORETICAL PROPERTIES OF THE NEW PENALTY FUNCTIONAL

## 1. Introduction

Three desirable properties of the new penalty functional are presented here. These properties and their importance are discussed followed by a proof of each property.
a. Penalty functionals of the form of equation (3.6) are convex on $R^{n}$ where $c_{\sim}^{c} \varepsilon R^{n}$ is defined by

$$
\begin{equation*}
{\underset{\sim}{c}}^{T} \stackrel{\Delta}{=}\left[a_{1}, a_{2}, \ldots, a_{M}, y\left(t_{0}\right), y(T)\right] \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
y(t)=y\left(t_{0}\right)+\frac{y(T)-y\left(t_{0}\right)}{T-t_{0}}\left(t-t_{0}\right)+\sum_{m=1}^{M} a_{m} \sin \frac{m \pi\left(t-t_{0}\right)}{T-t_{0}} \tag{3.10}
\end{equation*}
$$

It is desirable that the augmented performance measure be convex in the unknowns of the minimization to insure that a global minimum is attained. If it can be shown that the inequality constraint penalty functionals (3.6) are convex, then the addition of any number of these functionals does not destroy a convexity condition which exists without these terms, because the sum of convex functionals is also convex. Indeed, the addition of terms of the type given in equation (3.6) may create a convexity condition where one does not exist without the terms.

b. If for a fixed $\underset{\sim}{c} y$ given by equation (3.9), the expansion (3.10) of a constrained state or control is inadmissible by a finite amount $\varepsilon_{p}\left(\varepsilon_{p}>0\right)$ at $t_{*} \varepsilon\left(t_{0}, T\right)$, its associated penalty functional (3.6) is unbounded as $K_{p} \rightarrow \infty$. This means that as $K_{p} \rightarrow \infty$, the contribution of a penalty term (3.6) to the augmented performance measure for an inadmissible state or control becomes very large. Therefore, if $J_{a}$ is being minimized under the condition of ever increasing $K_{p}$, the constrained states or controls must at least approach admissibility.
c. If for a fixed $\underset{\sim}{c} y$ given by equation (3.9), the expansion (3.10) of a constrained state or control lies completely within the admissible region, its associated penalty functional (3.6) has limit zero as $K_{p} \rightarrow \infty$. The significance of this result is that penalty terms of the form given by equation (3.6) will add less and less to the augmented performance measure as $K_{p}$ is increased for states and controls that are completely admissible.

## 2. Convexity

Property a discussed above is shown here. The theorem to be proved follows.

Theorem 1. If a constrained state or control $y(t)$
is bounded for $t \in\left[t_{0}, T\right]$ and is given by

$$
\begin{equation*}
y(t)=y\left(t_{0}\right)+\frac{y(T)-y\left(t_{0}\right)}{T-t_{0}}\left(t-t_{0}\right)+\sum_{m=1}^{M} a_{m} \sin \frac{m \pi\left(t-t_{0}\right)}{T-t_{0}} \tag{3.10}
\end{equation*}
$$

where ${\underset{\sim}{y}}^{y} \in \mathrm{R}^{\mathrm{n}}$ is defined by

$$
\begin{equation*}
{\underset{\sim}{c}}_{\mathrm{c}}{ }^{T} \triangleq\left[a_{1}, a_{2}, \ldots, a_{M}, y\left(t_{0}\right), y(T)\right] \neq \underset{\sim}{0}, \tag{3.9}
\end{equation*}
$$

then the penalty functional

$$
\begin{equation*}
J_{p}\left(y, K_{p}\right)=r \int_{t_{0}}^{T}\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]^{2 K_{p}} d t \tag{3.6}
\end{equation*}
$$

is convex on $R^{n}$. The constants $y_{M}$ and $y_{L}$ define the admissible region for $y(t)$ and $r$ is a constant.

$$
\text { Proof. Consider the case of } K_{p}=1 \text {. Equation (3.6) }
$$ becomes

$$
J_{p}\left(y, K_{p}\right)=\frac{r}{\left(y_{M}-y_{L}\right)^{2}} \int_{0}^{T}\left[2 y(t)-\left(y_{M}+y_{L}\right)\right]^{2} d t
$$

Let

$$
\begin{equation*}
\alpha \triangleq \frac{\mathrm{y}_{\mathrm{M}}+\mathrm{y}_{\mathrm{L}}}{2} \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{0} \triangleq \frac{4 r}{\left(y_{M}-y_{L}\right)^{2}} \tag{3.13}
\end{equation*}
$$

Substituting equations (3.12) and (3.13) into equation (3.11), we obtain


$$
\begin{align*}
J_{p} & =r_{0} \int_{t_{0}}^{T}[y(t)-d]^{2} d t  \tag{3.14}\\
& =r_{o} \int_{0}^{T}\left[y^{2}(t)-2 y(t) d+d^{2}\right] d t . \tag{3.15}
\end{align*}
$$

Substituting the expansion (3.10) into equation (3.15), we obtain
$J_{p}=r_{0} \int_{0}^{T}\left\{\left[y\left(t_{0}\right)+\frac{y(T)-y\left(t_{0}\right)}{T-t_{0}}\left(t-t_{0}\right)+\sum_{m=1}^{M} a_{m} \sin \frac{m \pi\left(t-t_{0}\right)}{T-t_{0}}\right]^{2}\right.$
$\left.=2\left[y\left(t_{0}\right)+\frac{y(T)-y\left(t_{0}\right)}{T-t_{0}}\left(t-t_{o}\right)+\sum_{m=1}^{M} a_{m} \sin \frac{m \pi\left(t-t_{o}\right)}{T-t_{o}}\right] d+d^{2}\right\} d t$.

Equation (3.16) may be written as a quadratic functional of the form

$$
J_{p}=r_{0} \int_{0}^{T}\left[\frac{1}{2}\langle\underset{\sim}{c} y, \underset{\sim}{Q} \underset{1}{ }(t) \underset{\sim}{c} y+\langle\underset{\sim}{c} y, \underset{\sim}{\alpha}(t)\rangle+B] d t\right. \text { (3.17) }
$$

where $\underset{\sim}{\alpha}(t) \varepsilon R^{n}$ is
$\underset{\sim}{\alpha}(t)^{T}=-2 d\left[\sin \frac{\pi\left(t-t_{0}\right)}{T-t_{0}}, \frac{\sin 2 \pi\left(t-t_{0}\right)}{T-t_{0}}, \ldots, \frac{\sin M \pi\left(t-t_{0}\right)}{T-t_{0}},\left(1-\frac{t-t_{0}}{T-t_{0}}\right), \frac{t-t_{0}}{T-t_{0}}\right]$.

${\underset{\sim}{2}}^{( }(t)$ is the outer product given by

$$
\begin{equation*}
{\underset{\sim}{1}}^{Q_{1}}(t)=\frac{q(t) \alpha(t)^{T}}{4 d^{2}} \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta=\alpha^{2} . \tag{3.20}
\end{equation*}
$$

At an arbitrary fixed time $t_{*} \varepsilon\left[t_{0}, T\right]$, the integrand of equation (3.14) is

$$
\begin{equation*}
\left[y\left(t_{*}\right)-\dot{d}\right]^{2}=\frac{1}{2}\left\langle\underset{\sim}{c}, \underset{\sim}{q}\left(t_{*}\right) \underset{\sim}{c} y+\left\langle\underset{\sim}{c}, \underset{\sim}{\alpha}\left(t_{*}\right)\right\rangle+\beta .\right. \tag{3.21}
\end{equation*}
$$

The first term on the right side of equation (3.21) is

$$
\begin{equation*}
\frac{1}{2}\left\langle\underset{\sim y}{c}, Q_{1}\left(t_{*}\right) \underset{\sim}{c}\right\rangle=\left[y\left(t_{0}\right)+\frac{y(T)-y\left(t_{0}\right)}{T-t_{0}}\left(t_{*}-t_{0}\right)+\sum_{m F 1}^{M} a_{m} \sin \frac{m \pi\left(t_{*}-t_{0}\right)}{T-t_{0}}\right]^{2} . \tag{3.22}
\end{equation*}
$$

Since the terms in the finite expansion of $y\left(t_{*}\right)$ given in equation (3.10) are linearly independent and analytic, $y\left(t_{*}\right)$ is different from zero almost everywhere and

$$
\begin{equation*}
\mathrm{y}^{2}\left(\mathrm{t}_{*}\right) \geq 0, \quad \mathrm{t}_{*} \varepsilon\left[\mathrm{t}_{0}, \mathrm{~T}\right], \quad \underset{\sim}{\mathrm{c}} \mathrm{y} \neq \underset{\sim}{0} . \tag{3.23}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\frac{1}{2}\left\langle\underset{\sim}{c},{ }_{\sim}^{Q}\left(t_{*}\right) \underset{\sim}{c}\right\rangle \geq 0, \quad t_{*} \varepsilon\left[t_{0}, T\right], \quad \underset{\sim}{c} y \neq \underset{\sim}{0}, \tag{3.24}
\end{equation*}
$$
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and $\underset{\sim}{Q}\left(t_{*}\right)$ is, therefore, positive semi-definite, at least, and positive definite almost everywhere for any ${\underset{\sim}{c}}^{c} \neq \underset{\sim}{0}$. Applying Theorem 4.5 of Reference 17 (p. 27) ${ }^{l}$, the function given in equation (3.21) is convex on $R^{n}$ at $t=t_{*}$.

Next, consider the case where $K_{p}$ is any positive integer. In Appendix $E$ the following theorem is proved: if $f(\underset{\sim}{x})$ is convex on $R^{n}$ where $\underset{\sim}{x} \varepsilon R^{n}$ and $f(\underset{\sim}{x}) \geq 0$, then $f^{K}(\underset{\sim}{x})$ is convex on $R^{n}$ where $K$ is any positive integer. Since

$$
\begin{equation*}
\left[y\left(t_{*}\right)-d\right]^{2} \geq 0, \tag{3.25}
\end{equation*}
$$

is convex, it follows immediately that

$$
\begin{equation*}
\left[y\left(t_{*}\right)-d\right]^{2 K_{p}} \tag{3.26}
\end{equation*}
$$

is convex on $R^{n}$ at a fixed time $t_{*} \varepsilon\left[t_{o}, T\right]$. Since $y(t)$ is bounded by assumption for $t \varepsilon\left[t_{o}, T\right]$, it follows that for
${ }^{l_{\text {Let }}} f$ be a twice continuously differentiable realvalued function on an open convex set $c$ in $R^{\text {n. }}$. Then $f$ is convex on $c$ if and only if its Hessian matrix

$$
Q_{x}=\left(q_{i j}(x)\right), \quad q_{i j}(x)=\frac{\partial^{2} f}{\partial \xi_{i}^{\partial \xi_{j}}}\left(\xi_{1}, \ldots, \xi_{n}\right)
$$

is positive semi-definite for every $\mathrm{x} \varepsilon \mathrm{c}$. A quadratic function

$$
f(x)=\frac{1}{2}\langle x, Q x\rangle+\langle x, a\rangle+\alpha
$$

where $Q$ is a symmetric $n \times n$ matrix, is convex on $R^{n}$ if and only if $Q$ is positive semi-definite.

any finite positive integer $K_{p}$, the expression (3.26) is bounded for $t_{*} \varepsilon\left[t_{0}, T\right]$. By Theorem 4, (p. 536) of Reference $18{ }^{1}$

$$
\begin{equation*}
\int_{0}^{T}[y(t)-d]^{2 K} p d t \tag{3.27}
\end{equation*}
$$

is convex on $R^{n}$. Hence equation (3.6) is convex on $R^{n}$ for all finite positive integer values of $K_{p}$.

## 3. Behavior of the New Penalty Functional for an Inadmissible Constrained State or Control

Property b is shown below.

Theorem 2. Assume $y(t)$ is bounded and given by equation (3.10) for $t \in\left[t_{0}, T\right]$ where $\underset{\sim}{c} y \neq \underset{\sim}{0}$, as defined by equation (3.9). If for a given $y(t)$

$$
\begin{equation*}
y\left(t_{*}\right) \geq y_{M}+\varepsilon_{p} \tag{3.28}
\end{equation*}
$$

or

$$
\begin{equation*}
y\left(t_{*}\right) \leq y_{L}-\varepsilon_{p} \tag{3.29}
\end{equation*}
$$

$1_{\text {Let }}$

$$
I_{f}(x)=\int_{T} f(t, x(t)) d t .
$$

Let $T$ be of finite measure. Let $f(t, x)$ be a finite convex function of $x$ for each $t$ and a bounded measurable function of $t$ for each $x$. Then $I_{f}$ is a well-defined finite convex function on $L^{\infty}(T)$ which is everywhere continuous with respect to the uniform norm.
at some time $t_{*} \varepsilon\left(t_{o}, T\right)$, where $\varepsilon_{p}>0$, then

$$
\begin{equation*}
\underset{K_{p} \rightarrow \infty}{\operatorname{Limit}} J_{p}\left(y, K_{p}\right)=\infty \tag{3.30}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{p}\left(y, K_{p}\right)=r \int_{t_{0}}^{T}\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]^{2 K_{p}} d t \tag{3.6}
\end{equation*}
$$

In order to prove this theorem the following lemma is required.

Lemma 1. Assume $y(t)$ is bounded by

$$
\begin{equation*}
-\infty<M_{1} \leq y(t) \leq M_{2}<\infty \tag{3.31}
\end{equation*}
$$

and is given by equation (3.10) for $t \varepsilon\left[t_{0}, T\right]$ where ${ }_{\sim}^{c} y \neq \underset{\sim}{0}$ as defined by equation (3.9). Then, if

$$
\begin{equation*}
y\left(t_{*}\right) \geq y_{M}+\varepsilon_{p} \tag{3.28}
\end{equation*}
$$

at some time $t_{*} \varepsilon\left(t_{0}, T\right)$ for any $\varepsilon_{p}>0$, there exists a $\delta>0$ such that

$$
\begin{equation*}
y(t) \geq y_{M}+\frac{\varepsilon_{p}}{2} \tag{3.32}
\end{equation*}
$$

for the finite time interval

$$
\begin{equation*}
t_{*}-\delta \leq t \leq t_{*}+\delta . \tag{3.33}
\end{equation*}
$$

Similarly, if

$$
\begin{equation*}
y\left(t_{*}\right) \leq y_{L}-\varepsilon_{p} \tag{3.29}
\end{equation*}
$$

at some time $t_{*} \varepsilon\left(t_{o}, T\right)$ for any $\varepsilon_{p}>0$, there exists a $\delta>0$ such that

$$
\begin{equation*}
y(t) \leq y_{L}-\frac{\varepsilon_{p}}{2} \tag{3.34}
\end{equation*}
$$

for the finite time interval

$$
\begin{equation*}
t_{*}-\delta \leq t \leq t_{*}+\delta . \tag{3.33}
\end{equation*}
$$

Proof of the lemma. First, it is necessary to show that the coefficients in equation (3.10) are bounded; that is

$$
\begin{equation*}
\left|a_{m}\right| \leq M_{3}, \quad m=1,2, \ldots, M \tag{3.35}
\end{equation*}
$$

where $M_{3}>0$. To this end consider
$\int_{0}^{T}[y(t)]^{2} d t=\int_{t_{0}}^{T}\left[y\left(t_{0}\right)+\frac{y(T)-y\left(t_{0}\right)}{T-t_{0}}\left(t-t_{0}\right)+\sum_{m=1}^{M} a_{m} \sin \frac{m \pi\left(t-t_{0}\right)}{T-t_{0}}\right]^{2} d t$

$$
\begin{equation*}
=\left\langle\underset{\sim y}{c}, Q_{\sim}^{2} \underset{\sim}{c}\right\rangle \tag{3.37}
\end{equation*}
$$


where $\underset{\sim}{c} y$ is given by the definition (3.9). ${\underset{\sim}{2}}_{Q_{2}}$ is a symmetric matrix given by

where the terms with $\pm$ are positive if $M$ is odd and negative if $M$ is even. Since $y(t)$ is bounded by assumption and the expansion (3.10) is the sum of $M+2$ linearly independent terms, we have

$$
\begin{equation*}
0<\int_{0}^{T}[y(t)]^{2} d t \leq M_{4} \tag{3.39}
\end{equation*}
$$

where $M_{4}>0$. Using equation (3.37) and inequality (3.39), we obtain

$$
\begin{equation*}
0<\left\langle\underset{\sim y}{c},{\underset{\sim}{2}}_{2}^{c} \underset{\sim}{y}\right\rangle \leq M_{4} . \tag{3.40}
\end{equation*}
$$


$\mathrm{Q}_{2}$ is, therefore, positive definite. Using Theorem 2.5 of Reference $15(\mathrm{p} .52)^{1}$, we have

$$
\begin{equation*}
\left\langle\underset{\sim}{c}, \underset{\sim}{Q_{2}} \underset{\sim}{c}\right\rangle \geq \underline{\lambda}\|\underset{\sim}{c}\|^{c} \tag{3.41}
\end{equation*}
$$

where $\underline{\lambda}>0$ is the smallest eigenvalue of ${\underset{\sim}{2}}_{Q_{2}}$ and $\left\|{\underset{\sim}{c}}_{c_{y}}\right\|=\sqrt{\left\langle{\underset{\sim}{y}}_{c}^{c}, \sim_{\sim}^{c}\right\rangle}$. Therefore, using the inequality (3.40), we obtain

$$
\begin{equation*}
\|\underset{\sim}{c}\|^{2} \leq \frac{M_{4}}{\lambda} \tag{3.42}
\end{equation*}
$$

Since $a_{m}, m=1,2, \ldots, M$ is a subset of $\underset{\sim}{c} y$, it follows that

$$
\begin{equation*}
\left|a_{m}\right| \leq M_{3}, \quad m=1,2, \ldots, M \tag{3.35}
\end{equation*}
$$

where $M_{3}>0$.
Now consider the derivative of equation (3.10)
which is

$$
\begin{equation*}
\dot{y}(t)=\frac{y(T)-y\left(t_{0}\right)}{T-t_{0}}+\sum_{m=1}^{M} a_{m} \frac{m \pi}{T-t_{0}} \cos \frac{m \pi\left(t-t_{0}\right)}{T-t_{0}} . \tag{3.43}
\end{equation*}
$$

$l_{\text {Let }} Q=\left(q_{f}\right)$ be a symmetric $n x n$ matrix. Then $Q$ is positive definite if and only if there is a $k>0$ such that

$$
\langle\underset{\sim}{v}, \underset{\sim}{v}\rangle \geq k| | \underset{\sim}{v} \|^{2}
$$

for all $v$ in $R^{n}$, where $\|v\|=\sqrt{\langle\underset{\sim}{v}, \underset{\sim}{v}\rangle}$ is the Euclidean
norm of $\tilde{v}$. norm of $\underset{\sim}{\tilde{v}}$.
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Taking the absolute value of both sides of equation (3.43) and applying inequality laws, we obtain

$$
\begin{equation*}
|\dot{y}(t)| \leq\left|\frac{y(T)-y\left(t_{0}\right)}{T-t_{0}}\right|+\left|\sum_{m=1}^{M} a_{m} \frac{m \pi}{T-t_{0}} \cos \frac{m \pi\left(t-t_{0}\right)}{T-t_{0}}\right| \tag{3.44}
\end{equation*}
$$

which further simplifies to

$$
\begin{equation*}
|\dot{y}(t)| \leq\left|\frac{y(T)-y\left(t_{0}\right)}{T-t_{0}}\right|+\sum_{m=1}^{M}\left|a_{m}\right| \frac{m \pi}{T-t_{0}} . \tag{3.45}
\end{equation*}
$$

Applying the inequality (3.35), we obtain

$$
\begin{align*}
|\dot{y}(t)| & \leq\left|\frac{y(T)-y\left(t_{0}\right)}{T-t_{0}}\right|+\frac{M_{3} \pi}{T-t_{0}} \sum_{m=1}^{M} m  \tag{3.46}\\
& \leq M_{5} \tag{3.47}
\end{align*}
$$

for all $t \in\left(t_{0}, T\right)$ where $M_{5}>0$. The first part of the lemma as expressed by the inequality (3.32) will now be shown. Let

$$
\begin{equation*}
\delta \Delta \frac{\varepsilon_{p} / 2}{M_{5}} \tag{3.48}
\end{equation*}
$$

as shown in Figure 4. Consider

$$
\begin{equation*}
y(t)=y\left(t_{*}\right)+\int_{t}^{t} \dot{y}(\tau) d \tau \tag{3.49}
\end{equation*}
$$




Figure 4
Constrained Variable vs. time

Applying inequality (3.47), we have

$$
\begin{equation*}
y(t) \geq y\left(t_{*}\right)-M_{5}\left|t_{*}-t\right| \tag{3.50}
\end{equation*}
$$

Consider $t$ in the interval $t_{*}-\delta \leq t \leq t_{*}+\delta$. In this interval $\delta$ satisfies

$$
\begin{equation*}
\delta \geq\left|t_{*}-t\right| \tag{3.51}
\end{equation*}
$$

Applying inequality (3.50), we have

$$
\begin{equation*}
y(t) \geq y\left(t_{*}\right)-M_{5} \delta . \tag{3.52}
\end{equation*}
$$

Using the definition (3.48), we obtain

$$
\begin{equation*}
y(t) \geq y\left(t_{*}\right)-\frac{\varepsilon}{p} . \tag{3.53}
\end{equation*}
$$

Applying inequality (3.28), we obtain

$$
\begin{equation*}
y(t) \geq y_{M}+\varepsilon_{p}-\frac{\varepsilon_{p}}{2} \tag{3.54}
\end{equation*}
$$

or

$$
\begin{equation*}
y(t) \geq y_{M}+\frac{\varepsilon_{p}}{2} \tag{3.32}
\end{equation*}
$$

thus proving the first portion of Lemma l. The second portion of the lemma as given by inequality (3.34) can be proved in a similar manner. It is possible at this point to return to the proof of Theorem 2.

Proof of Theorem 2. If inequality (3.28) applies, then by Lemma 1 inequality (3.32) is true. Considering the integrand of equation (3.6), since $y_{M}>y_{L}$, it follows that

$$
\begin{equation*}
\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]^{2 K_{p}} \geq\left[\frac{2\left(y_{M}+\frac{e_{p}}{2}\right)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]^{2 K_{p}} \tag{3.55}
\end{equation*}
$$

for $t_{*}-\delta \leq t \leq t_{*}+\delta$. Further simplification yields

## 
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$$
\begin{align*}
{\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]^{2 K_{p}} } & \geq\left[\frac{\varepsilon_{p}+y_{M}-y_{L}}{y_{M}-y_{L}}\right]^{2 K_{p}} \\
& \geq\left[1+\frac{\varepsilon_{p}}{y_{M}-y_{L}}\right]^{2 K_{p}} \tag{3.57}
\end{align*}
$$

Since the integrand of equation (3.6) is nonnegative for $t \varepsilon\left(t_{0}, T\right)$ and $r>0$, it follows that

$$
\begin{align*}
J_{p}\left(y, K_{p}\right) & =r \int_{t_{0}}^{T}\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]^{2 K_{p}} d t  \tag{3.6}\\
& \geq r \int_{t_{*}-\delta}^{t_{*}^{+\delta}}\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]^{2 K_{p}} d t . \tag{3.58}
\end{align*}
$$

Applying inequality (3.57), we have

$$
\begin{equation*}
J_{p}\left(y, K_{p}\right) \geq r \int_{t_{*}-\delta}^{t_{*}+\delta}\left[1+\frac{\varepsilon_{p}}{y_{M}-y_{L}}\right]^{2 K_{p}} d t \tag{3.59}
\end{equation*}
$$

The integration of inequality (3.59) yields

$$
\begin{equation*}
J_{p}\left(y, K_{p}\right) \geq r\left[1+\frac{\varepsilon_{p}}{y_{M}-y_{L}}\right]^{2 K_{p}} 2 \delta \tag{3.60}
\end{equation*}
$$

Since $y_{M}>y_{L}$ and $\varepsilon_{p}>0$, it follows that

$$
\begin{equation*}
\operatorname{Limit}_{K_{p} \rightarrow \infty}\left[1+\frac{\varepsilon_{p}}{y_{M}-y_{L}}\right]^{2 K_{p}}=\infty \tag{3.61}
\end{equation*}
$$


and in view of inequality (3.60)

$$
\begin{equation*}
{\underset{K}{\mathrm{Limit}} \rightarrow \infty}_{\operatorname{Lim}}^{J_{p}}\left(y, K_{p}\right)=\infty . \tag{3.62}
\end{equation*}
$$

If inequality (3.29) applies, then by Lemma 1 , inequality (3.34) is true. Since $y_{M}>y_{L}$, it follows that

$$
\begin{equation*}
\left[\frac{2 \mathrm{y}(\mathrm{t})-\mathrm{y}_{\mathrm{M}}-\mathrm{y}_{\mathrm{L}}}{\mathrm{y}_{\mathrm{M}}-\mathrm{y}_{\mathrm{L}}}\right] \leq\left[\frac{2\left(\mathrm{y}_{\mathrm{L}}-\frac{\varepsilon_{\mathrm{p}}}{2}\right)-\mathrm{y}_{\mathrm{M}^{-}} \mathrm{y}_{\mathrm{L}}}{\mathrm{y}_{\mathrm{M}}-\mathrm{y}_{\mathrm{L}}}\right] \tag{3.63}
\end{equation*}
$$

for $t_{*}-\delta \leq t \leq t_{*}+\delta$. Simplifying, we obtain

$$
\begin{equation*}
\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right] \leq-\left[1+\frac{\varepsilon_{p}}{y_{M}-y_{L}}\right] \tag{3.64}
\end{equation*}
$$

Squaring both sides of inequality (3.64), we have

$$
\begin{equation*}
\left[\frac{2 \mathrm{y}(t)-\mathrm{y}_{\mathrm{M}}-\mathrm{y}_{L}}{\mathrm{y}_{\mathrm{M}}-\mathrm{y}_{\mathrm{L}}}\right]^{2} \geq\left[1+\frac{\varepsilon_{\mathrm{p}}}{\mathrm{y}_{\mathrm{M}}-\mathrm{y}_{\mathrm{L}}}\right]^{2} \tag{3.65}
\end{equation*}
$$

Raising inequality (3.65) to the $\mathrm{K}_{\mathrm{p}}$ th power, we obtain

$$
\begin{equation*}
\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]^{2 K_{p}} \geq\left[1+\frac{\varepsilon_{p}}{y_{M}-y_{L}}\right]^{2 K_{p}} \tag{3.57}
\end{equation*}
$$

which is identical to inequality (3.57). The remainder of the proof follows inequality (3.57) to equation (3.62) exactly. The theorem is proved for the open interval $t \in\left(t_{o}, T\right)$. The extension of the theorem to cover the closed interval $t \in\left[t_{o}, T\right]$ is not difficult.
4. Behavior of the New Penalty Functional for an

## Admissible Constrained State or Control

Property $c$ above is shown below.
Theorem 3. Assume $y(t)$ is given by equation (3.10) for $t \in\left[t_{o}, T\right]$. If for a given $y(t)$

$$
\begin{equation*}
y_{L}+\varepsilon_{q} \leq y(t) \leq y_{M}-\varepsilon_{q} \tag{3.66}
\end{equation*}
$$

for all $t \varepsilon\left[t_{o}, T\right]$ where $\varepsilon_{q}>0$, then

$$
\begin{equation*}
\operatorname{Limit}_{K_{p} \rightarrow \infty} J_{p}\left(y, K_{p}\right)=0 \tag{3.67}
\end{equation*}
$$

Proof. From inequality (3.66) it can be seen that

$$
\begin{equation*}
\mathrm{y}_{\mathrm{L}}+\varepsilon_{\mathrm{q}} \leq \mathrm{y}_{\mathrm{M}}-\varepsilon_{\mathrm{q}} \tag{3.68}
\end{equation*}
$$

Since $y_{M}>y_{L}$, inequality (3.68) may be rarranged to the form

$$
\begin{equation*}
1-\frac{2 \varepsilon_{q}}{y_{M}-y_{L}} \geq 0 \tag{3.69}
\end{equation*}
$$

The inequality (3.69) will become useful shortly.
Starting with inequality (3.66), multiplying through by 2 , and subtracting $y_{M}$ and $y_{L}$, we obtain
$2\left(y_{L}+\varepsilon_{q}\right)-y_{M}-y_{L} \leq 2 y(t)-y_{M}-y_{L} \leq 2\left(y_{M}-\varepsilon_{q}\right)-y_{M}-y_{L}$.

Dividing through by the positive quantity $y_{M}-y_{L}$, we obtain

$$
\begin{equation*}
\frac{2\left(y_{L}+\varepsilon_{q}\right)-y_{M}-y_{L}}{y_{M}-y_{L}} \leq \frac{2 y(t)-y_{M}-y_{L}}{y_{M}^{-y_{L}}} \leq \frac{2\left(y_{M}-\varepsilon_{q}\right)-y_{M}-y_{L}}{y_{M}-y_{L}} . \tag{3.71}
\end{equation*}
$$

This inequality can be reduced to

$$
\begin{equation*}
-1-\frac{2 \varepsilon_{q}}{y_{M}^{-y_{L}}} \leq\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}^{-y_{L}}}\right] \leq 1-\frac{2 \varepsilon_{q}}{y_{M}^{-y_{L}}} . \tag{3.72}
\end{equation*}
$$

In view of inequality (3.69), inequality (3.72) may be rewritten as

$$
\begin{equation*}
\left|\left[\frac{2 \mathrm{y}(t)-\mathrm{y}_{\mathrm{M}}-\mathrm{y}_{\mathrm{L}}}{\mathrm{y}_{\mathrm{M}}-\mathrm{y}_{\mathrm{L}}}\right]\right| \leq 1-\frac{2 \varepsilon_{q}}{\mathrm{y}_{\mathrm{M}}-\mathrm{y}_{\mathrm{L}}} \tag{3.73}
\end{equation*}
$$

Raising inequality ( 3.73 ) to the $2 \mathrm{~K}_{\mathrm{p}}$ power, we have

$$
\begin{equation*}
\left|\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]\right|^{2 K_{p}} \leq\left[1-\frac{2 \varepsilon_{q}}{y_{M}-y_{L}}\right]^{2 K_{p}} . \tag{3.74}
\end{equation*}
$$

Observing that

$$
\begin{equation*}
\left|\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]\right|^{2 K_{p}}=\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]^{2 K_{p}} \tag{3.75}
\end{equation*}
$$

we have from inequality (3.74)

$$
\begin{equation*}
\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]^{2 K_{p}} \leq\left[1-\frac{2 \varepsilon_{q}}{y_{M}-y_{L}}\right]^{2 K_{p}} \tag{3.76}
\end{equation*}
$$

for all $t \varepsilon\left[t_{o}, T\right]$. In view of inequality (3.76), it is easily seen that
4튼
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$$
\int_{0}^{T}\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]^{2 K_{p}} d t \leq \int_{t_{0}}^{T}\left[1-\frac{2 \varepsilon_{q}}{y_{M}-y_{L}}\right]^{2 K_{p}} d t .(3.77)
$$

Performing the integration, we have

$$
\int_{t_{0}}^{T}\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M^{-}} y_{L}}\right]^{2 K_{p}} d t \leq\left[2-\frac{2 \varepsilon_{q}}{y_{M}-y_{L}}\right]^{2 K_{p}}\left(T-t_{o}\right) .(3.78)
$$

In view of inequality (3.69), and the fact that $y_{M}>y_{L}$,
it follows that

$$
\begin{equation*}
\operatorname{Limit}_{K_{p} \rightarrow \infty}\left[1-\frac{2 \varepsilon_{q}}{y_{M}-y_{L}}\right]^{2 K_{p}}=0 . \tag{3.79}
\end{equation*}
$$

Observing inequality (3.78), we obtain

$$
\begin{equation*}
\operatorname{Limit}_{K_{p} \rightarrow \infty} \int_{t_{0}}^{T}\left[\frac{2 y(t)-y_{M}-y_{L}}{y_{M}-y_{L}}\right]^{2 K_{p}} d t=0 \tag{3.80}
\end{equation*}
$$

The theorem is proved.
(

## IV. THE ALGORITHM

This section describes the algorithm used for minimizing the augmented performance measure.
A. GENERAL MINIMIZATION STRATEGY

1. Sequence of Unconstrained Sub-problems

A sequence of unconstrained sub-problems is solved by the algorithm. In each sub-problem the algorithm minimizes the augmented performance measure for given values of the weighting factors ( $\varepsilon$ and $r$ ) and the inequality constraint penalty term power ( $\mathrm{K}_{\mathrm{p}}$ ). After an appropriate stopping criterion is satisfied, $\varepsilon$ is reduced, $K_{p}$ is increased, and a new sub-problem is commenced using the optimal solution to the last sub-problem as a first guess. This procedure is repeated until enough sub-problems are completed to meet a second stopping criterion.

The algorithm is programmed to do one sub-problem on each computer run. The results are stored on an external storage device between computer runs and are retrieved at the commencement of the next run (new sub-problem).
2. Minimization Strategy

The algorithm minimizes by either the FNR or MNR method. The user must decide which method to use on each iteration. This is a matter of experimentation, especially for the first two or three sub-problems. An effective procedure is to run the sub-problem once using the MNR equation
throughout and once using the FNR equation throughout. From these results an effective minimization strategy can generally be deduced for the sub-problem. Occasionally further experimentation is required. This experimentation points out the advantages of using separate computer runs for each sub-problem. Once a sub-problem is completed and the results stored, the computation does not have to be redone each time an experimental run is made in the next sub-problem.
B. COMMENCING THE PROBLEM

1. Initial Decisions

Three interrelated decisions must be made to begin a problem. First, the number of time points $K$ must be chosen. Second, the number of coefficients $M$ for each state and control expansion must be chosen. The same number of coefficients is used for all expansions in a given problem in this dissertation, but this is not a requirement. From a theoretical standpoint it is desirable to use a large number of coefficients and time points to insure that an adequate approximation of the optimal control and state trajectory is obtained, but practically, computer time and storage requirements limit the number of each. The computational penalty for using a large number of coefficients is the more severe of the two as the number of equations in (2.36) and (2.37) which must be solved is equal to the total number of coefficients plus the number of free end conditions. The solution of equation (2.36) or (2.37) represents a considerable portion of the overall computer time.
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The third decision involves the initial values of $\varepsilon, r$, and $K_{p}$. The weighting factor $r$ for the inequality constraint penalty terms is held constant throughout the entire problem. A satisfactory value used in all problems in this dissertation for all inequality constraint penalty terms is $r=$ 100. An initial value of $K_{p}$ which has worked well in all problems is $K_{p}=4$. Larger values of $K_{p}$ generally cause computer overflow in the first sub-problem. With these values chosen there exists a region of $\varepsilon^{\prime}$ s for which the first sub-problem will respond to an appropriate minimization strategy. This acceptable range of starting E's is different for each problem but is in the range

$$
10^{-5} \leq \varepsilon \leq 10^{-3}
$$

for all problems solved herein. Numerical experimentation is the only method available to determine an acceptable starting $\varepsilon$. There is no theoretical requirement to use the same value of $\varepsilon$ for each state equation equality constraint term in the augmented performance measure or the same $K_{p}$ in each inequality constraint term, but the use of different $\varepsilon^{\prime} s$ and $K_{p}$ 's has never been required.
2. Initial Guess for the Unknowns

Once the above three initial decisions are made, an initial guess for the vector of unknowns $\underset{\sim}{c}$ is required. The vector $\underset{\sim}{c}$ includes all coefficients and free end conditions.
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All coefficients are set equal to zero initially unless there is good reason to make a different choice.

## C. ITERATION

## 1. Required Vectors and Matrices

The states and controls are calculated at each time increment by evaluating the functional expansions. The $\underset{\sim}{w}$ vector defined in (2.15) is calculated using these states and controls. Next, the gradient matrix (2.34), the augmented performance measure (2.16), the symmetric matrix
 At this point the algorithm begins the iteration process with either the MNR or the FNR method depending on the value of a flag set by the user (the method selected is based on the iteration number being performed). If the MNR method is to be used, equation $(2,37)$ is formed. If the FNR method is called for, the three-dimensional array (2.35) is calculated and the symmetric matrix $\left(\nabla_{\underset{\sim}{c}}^{{\underset{\sim}{~}}_{\sim}^{w}}\right)_{\underset{\sim}{c}}^{T}{\underset{\sim}{w}}_{\sim}^{c}$ is formed. It is prohibitive to store the entire threedimensional array, but a feasible alternative is to multiply each matrix in this array by $\underset{\sim}{\underset{\sim}{w}}$ as the matrix is calculated and store the resulting column vector. Once a matrix in the three-dimensional array is multiplied by $\underset{\sim}{w}$, it is no longer required by the algorithm. The next matrix in the array is calculated and stored in the same storage locations used by the first matrix. Only the symmetric matrix $\left(\nabla_{\underset{\sim}{c}}^{2} \underset{\sim}{w}\right) \underset{\sim}{c}{\underset{\sim}{c}}_{\underset{\sim}{w}}$ need be stored. The total increase in storage

requirements of the FNR method over the MNR method using this computation technique is less than 10 percent in the problems solved herein. It is also imperative in terms of computation time to take full advantage of the symmetry of the matrix $\left(\nabla_{\underset{\sim}{c}}^{\sim}{ }_{\sim}^{w}\right) \underset{\sim}{c}{\underset{\sim}{w}}_{\underset{\sim}{w}}$. Due to this symmetry it is necessary to calculate only one column of the first matrix in the array, two columns of the second matrix, and $n$ columns of the $n^{\text {th }}$ matrix. By taking advantage of the symmetry the average time for each FNR iteration is approximately twice the time for each MNR iteration.

## 2. Solving the Linear System

At this point equation $(2.36)$ or (2.37) is formed and must be solved for $\Delta \underset{\sim}{c}$. This is a linear system of the form

$$
\begin{equation*}
\underset{\sim}{\mathrm{A}} \underset{\sim}{\mathrm{x}}=\underset{\sim}{b} \tag{4.1}
\end{equation*}
$$

and is solved in the algorithm by one of three methods available to the user. They are:
a. Gauss elimination with improvement by residuals using total pivoting,
b. Gauss elimination with improvment by residuals using main diagonal pivoting and a computation technique which capitalizes on the symmetry of $\underset{\sim}{A}$, and
c. Gauss-Seidel iteration.

In the problems solved herein the number of unknowns varied from 37 to 74 . In spite of the large number of

unknowns involved, the elimination methods required less computation time to solve the linear system than the GaussSeidel iteration method. It was observed for the problems solved that total pivoting was not required in the elimination method. Method b, therefore, was the most economical and effective method for solving the linear system and was used in all problems. Method $c$ is retained in the event that the algorithm is used to solve problems with a larger number of unknowns.
In each solution of equation (4.1) one improvement is made using residuals. That is, after equation (4.1) is solved,

$$
\begin{equation*}
\underset{\sim}{\mathrm{A}} \underset{\sim}{\mathrm{x}}-\underset{\sim}{\mathrm{b}}=\underset{\sim}{r} \tag{4.2}
\end{equation*}
$$

is formed. The system

$$
\begin{equation*}
\underset{\sim}{A} \underset{\sim}{y}=\underset{\sim}{r} \tag{4.3}
\end{equation*}
$$

is solved and the resulting $\underset{\sim}{y}$ is subtracted from $\underset{\sim}{x}$ to form the final solution to equation (4.1).

## 3. Interpolation

Tabular functions of two independent variables are used extensively in the problems to represent aircraft and missile parameters accurately. Parabolic interpolation is used to obtain the functional values in these tables and the required first and second partial derivatives. The
derivation of the necessary difference equations for parabolic interpolation in two independent variables is presented in Appendix $C$.

Excerpts from the tabular data used in the problems is presented in Appendix B along with graphical representations of the data. The data represents typical supersonic aircraft and missile performance parameters and has been obtained from several sources. Considerable effort was expended to smooth the data before the tables were constructed since finite difference methods were used not only for functional values but also for first and second partial derivatives.
4. Stopping Criteria

Once the linear system is solved, a new $\underset{\sim}{c}$ vector is calculated from

$$
\begin{equation*}
{\underset{\sim}{c}}^{1+1}={\underset{\sim}{c}}^{1}+\Delta{\underset{\sim}{1}}^{1} \tag{4.4}
\end{equation*}
$$

At this point a stopping criterion is tested. If

$$
\begin{equation*}
\left|J_{a}^{1}-J_{a}^{i+1}\right| \leq S T O P 1, \tag{4.5}
\end{equation*}
$$

the sub-problem is finished. Otherwise the iteration process is continued. At the completion of the sub-problem the results are stored off line. The computer run is complete. To begin a new sub-problem a new computer run is initiated, recalling the results stored from the last
sub-problem. Epsilon is decreased, $K_{p}$ is increased, and the minimization strategy is altered by the user as required. Typically, $\varepsilon$ is divided by a factor of between two and ten and $K_{p}$ is increased by two or four. That is,

$$
K_{p}^{i+1}=K_{p}^{i}+\left[\begin{array}{l}
2  \tag{4.6}\\
o r \\
4
\end{array}\right]
$$

More ambitious policies usually result in failure of the algorithm.

Sub-problems are solved until a second stopping criterion is satisfied. Several criteria are possible to end the problem. A method used successfully involves observing

$$
\begin{equation*}
J_{S}^{*}+J_{p}^{*} \tag{4.7}
\end{equation*}
$$

and stopping when this sum, which represents the penalty terms due to the equality and inequality constraints without weighting factors, ceases to decrease significantly between sub-problems.

## 5. Flow Chart

A flow chart of the algorithm is given in Figure 5 . 6. Integration

At the completion of the last sub-problem a check on the degree. of satisfaction of the state equations is obtained by comparing the state expansions with the state trajectory obtained by integrating the state equations with the control expansions.

Read constants, flags, initial guess for $\underset{\sim}{c}$, initial conditions, weighting factors, inequality constraint power, fixed final conditions, stopping criteria.

## Evaluate functional expansions at each time point




Sub-problem done. Reduce $\varepsilon$ 's and increase $K_{p}$ 's


Figure 5
Algorithm Flow Chart


## V. A MISSILE INTERCEPT PROBLEM

In this section a short-range missile intercept problem is solved. An air-to-air missile launched from an attacking airplane is to intercept a constant-velocity target in minimum time. The missile is restricted to move in a plane. The orientation of this plane is defined in threedimensional space as the plane containing the position of the missile at launch, the position of the target at launch, and the velocity vector of the target. The assumptions applied to the problem, the coorinate systems used, the nomenclature, and the derivation of the equations of motion are presented in Appendix A.
A. PROBLEM FORMULATION

1. State Equations

The state equations derived in Appendix A are
$\dot{M}=\frac{g T h_{M}}{a W_{e}} \operatorname{Th} \cos \alpha-\frac{g \rho S a}{2 W_{e}} M^{2} C_{A} \cos \alpha-\frac{g \rho S a}{2 W_{e}} M^{2} C_{N} \sin \alpha-\frac{g W_{c}}{a W_{e}} \sin \theta$
$\dot{\theta}=\frac{g T h_{M}}{a W_{e}} \frac{T h \sin \alpha}{M}-\frac{g \rho S a}{2 W_{e}} M C_{A} \sin \alpha+\frac{g \rho S a}{2 W_{e}} M C_{N} \cos \alpha-\frac{g W_{c}}{2 W_{e}} \frac{\cos \theta}{M}$

$$
\begin{equation*}
\dot{\mathrm{x}}=\mathrm{aM} \cos \theta-a M_{\mathrm{T}} \cos \gamma \tag{5.3}
\end{equation*}
$$

$$
\begin{equation*}
\dot{Y}=a M \sin \theta-\mathrm{aM}_{\mathrm{T}} \sin \gamma \tag{5.4}
\end{equation*}
$$

偪

The states are Mach number M, flight path angle $\theta$, relative range $X$, and relative cross-range $Y$ as defined in Figure 40. The control is angle of attack $\alpha$.

The normalized missile thrust $T h$ is considered constant until missile engine burnout $t_{B}$ and zero thereafter. That is,

$$
\begin{array}{ll}
\mathrm{Th}=1 & , t \varepsilon\left[0, t_{B}\right] \\
\mathrm{Th}=0 & , t \varepsilon\left(t_{B}, T\right] \tag{5.6}
\end{array}
$$

Other parameters considered constant are

$$
\begin{array}{lll}
\mathrm{g} & =32.1725 & \mathrm{ft.} / \mathrm{sec} .{ }^{2} \\
\mathrm{Th}_{\mathrm{M}}=3500 & \text { lbs. }  \tag{5.7}\\
\mathrm{W}_{\mathrm{e}}=200 & \text { lbs. } \\
\mathrm{S}=0.35 & \mathrm{ft.}^{2} \\
\mathrm{t}_{\mathrm{B}}=8 & 7 & \text { sec. } \\
\mathrm{a} & =1077.8 & \text { ft./sec. } \\
\rho & =0.001756 & \text { slugs/ft. } 3
\end{array}
$$

The values of the constants in equations (5.7) are based on an engagement at 10,000 feet altitude. It is convenient to group these constants as

$$
\begin{equation*}
C_{1}=\frac{\mathrm{gTh}_{M}}{a W_{e}} \tag{5.8}
\end{equation*}
$$

$$
\begin{align*}
& c_{2}=\frac{g \rho S a}{2 W_{e}}  \tag{5.9}\\
& c_{3}=\frac{g}{a W_{e}} . \tag{5.10}
\end{align*}
$$

In addition, the computer solution is aided by normalizing the states $X$ and $Y$ by defining

$$
\begin{align*}
& x \triangleq \frac{x}{X}  \tag{5.11}\\
& y \triangleq \frac{Y}{y} \tag{5.12}
\end{align*}
$$

where $X$ and $y$ are assigned nominal values of 10,000 feet. With these adjustments the state equations are

$$
\begin{equation*}
\dot{M}=C_{1} T h \cos \alpha-C_{2} M^{2} C_{A} \cos \alpha-C_{2} M^{2} C_{N} \sin \alpha-C_{3} W_{c} \sin \theta \tag{5.13}
\end{equation*}
$$

$\dot{\theta}=C_{1} \frac{\mathrm{Th} \sin \alpha}{\mathrm{M}}-\mathrm{C}_{2} \mathrm{MC}_{A} \sin \alpha+\mathrm{C}_{2} \mathrm{MC}_{N} \cos \alpha-\mathrm{C}_{3} \frac{\mathrm{~W}_{\mathrm{c}} \cos \theta}{\mathrm{M}}$

$$
\begin{equation*}
\dot{x}=\frac{a}{X} M \cos \theta-\frac{a}{X} M_{T} \cos \gamma \tag{5.15}
\end{equation*}
$$

$\dot{y}=\frac{a}{y} M \sin \theta-\frac{a}{y} M_{T} \sin \gamma \quad$.
2. Tabular Functions

The axial and normal force coefficients $C_{A}$ and $C_{N}$
are given in Appendix B as tabular functions of Mach number and angle of attack. This data is based on a typical air-toair missile.
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3. Performance Measure

The performance measure for this problem is

$$
\begin{equation*}
J=\int_{0}^{T} d t \tag{5.17}
\end{equation*}
$$

4. Inequality Constraints

Four inequality constraints are required. The angle of attack must satisfy

$$
\begin{equation*}
-\frac{\pi}{2} \leq \alpha \leq \frac{\pi}{2} \tag{5.18}
\end{equation*}
$$

From structural considerations the load factor must satisfy

$$
\begin{equation*}
-50 \leq \frac{a}{g}(\dot{\theta} M) \leq 50 . \tag{5.19}
\end{equation*}
$$

## 5. End Conditions

In order to describe the initial conditions for the problem it is necessary first to pose the problem in the ( $\underline{X}, \underline{Y}, \underline{Z}$ ) coordinate system shown in Figures 41 and 42 of Appendix A. The problem chosen for presentation in this section involves a target in a shallow climb at short range with a slight altitude disadvantage crossing the attacker's flight path extension at $90^{\circ}$; i.e.

$$
\begin{align*}
& R_{\mathrm{T}}=15000 \mathrm{ft} .  \tag{5.20}\\
& \mathrm{h}_{\mathrm{T}}=-3000 \mathrm{ft} .  \tag{5.21}\\
& \beta_{\mathrm{T}}=90^{\circ}  \tag{5.22}\\
& \delta_{\mathrm{T}}=10^{\circ} \tag{5.23}
\end{align*}
$$

Following the procedure outlined in Appendix A, the remaining unknown parameters are

$$
\begin{align*}
\mathrm{M}_{\mathrm{T}} & =0.8  \tag{5.24}\\
\gamma & =42.35^{\circ}  \tag{5.25}\\
\mathrm{W}_{\mathrm{c}} & =51.526 \text { lbs. } \tag{5.26}
\end{align*}
$$

The initial conditions as computed by this procedure are

$$
\begin{align*}
& \mathrm{M}(0)=0.8  \tag{5.27}\\
& \theta(0)=-49.573^{\circ}  \tag{5.28}\\
& x(0)=0  \tag{5.29}\\
& y(0)=0 . \tag{5.30}
\end{align*}
$$

The final conditions as computed by this procedure are

$$
\begin{align*}
& x(T)=0.9920  \tag{5.31}\\
& y(T)=-1.1645 . \tag{5.32}
\end{align*}
$$

Note that x and y are the normalized relative range and relative cross-range, respectively, as defined by equations (5.11) and (5.12). The states $X$ and $Y$ in equations (5.11) and (5.12) are defined as the position of the missile in the ( $X, Y$ ) coordinate system shown in Figure 40. At $t=0$ the missile is at the origin of the ( $\mathrm{X}, \mathrm{Y}$ ) system, hence equations (5.29) and (5.30) apply. At $t=T$ the missile must intercept the target. Since the (X,Y) system becomes fixed with respect to the target at launch, $x(T)$ and $y(T)$
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are equal to the normalized coordinates of the target in the ( $\mathrm{X}, \mathrm{Y}$ ) system at launch and are given by equations (A.93) and (A.95).

## B. THE EPSILON METHOD FORMULATION

## 1. The Augmented Performance Measure

Using the penalty functionals described in Section III for inequality constraints, the augmented performance measure is

$$
\begin{align*}
J_{a} & =\int_{0}^{T} d t \\
& +\frac{1}{\varepsilon} \int_{0}^{T}\left[\dot{M}-C_{1} T h \cos \alpha+C_{2} M^{2} C_{A} \cos \alpha+C_{2} M^{2} C_{N} \sin \alpha+C_{3} W_{c} \sin \theta\right]^{2} d t \\
& +\frac{1}{\varepsilon} \int_{0}^{T}\left[\dot{\theta}-C_{1} \frac{T h \sin \alpha}{M}+C_{2} M C_{A} \sin \alpha-\dot{C}_{2} M C_{N} \cos \alpha+C_{3} \frac{W_{c} \cos \theta}{M}\right]^{2} d t \\
& +\frac{1}{\varepsilon} \int_{0}^{T}\left[\dot{x}-\frac{a}{X} M \cos \theta+\frac{a}{X} M_{T} \cos \gamma\right]^{2} d t  \tag{5.33}\\
& +\frac{1}{\varepsilon} \int_{0}^{T}\left[\dot{y}-\frac{a}{y} M \sin \theta+\frac{a}{y} M_{T} \sin \gamma\right]^{2} d t \\
& +r \int_{0}^{T}\left[\frac{2 \alpha}{\pi \delta}\right]^{2 K_{p}} d t+r \int_{0}^{T}\left[\frac{a \dot{\theta} M}{50 g \delta}\right]^{2 K_{p}} d t .
\end{align*}
$$

where $\varepsilon$ and $r$ are weighting factors and $\delta$ is a constant used to make minor adjustments in the admissible regions. In all problems $\delta$ is given a value of 1.03 . This adjustment is applied to all admissible regions of constrained states and
controls. The power $K_{p}$ is limited in computation to approximately 30 before computer exponent overflow problems develop. With this value of $K_{p}$ it is desirable to adjust all admissible regions slightly as can be seen from Figure 6.


Figure 6
Adjusted admissible regions


The required elements of $\underset{\sim}{w}$ are

$$
\begin{aligned}
w_{k}= & {\left[\dot{M}_{k}-C_{1} \operatorname{Th} \cos \alpha_{k}+C_{2} M_{k}{ }^{2} C_{A_{k}} \cos \alpha_{k}+C_{2} M_{k}{ }^{2} C_{N_{k}} \sin \alpha_{k}\right.} \\
& \left.+C_{3} W_{c} \sin \theta_{k}\right]\left[\frac{\Delta t}{\varepsilon}\right]^{1 / 2} \quad, \quad k=1,2, \ldots, k
\end{aligned}
$$

$$
\begin{equation*}
w_{K+k}=\left[\dot{\theta}_{k}-C_{1} \frac{T h \sin \alpha_{k}}{M_{k}}+C_{2} M_{k} C_{A_{k}} \sin \alpha_{k}-C_{2} M_{k} C_{N_{k}} \cos \alpha_{k}\right. \tag{5.35}
\end{equation*}
$$

$$
\left.+c_{3} \frac{W_{c} \cos \theta_{k}}{M_{k}}\right]\left[\frac{\Delta t}{\varepsilon}\right]^{1 / 2}, \quad k=1,2, \ldots, k
$$

$$
\begin{equation*}
w_{2 K+k}=\left[\dot{x}_{k}-\frac{a}{x} M_{k} \cos \theta_{k}+\frac{a}{x} M_{T} \cos \gamma\right]\left[\frac{\Delta t}{\varepsilon}\right]^{\frac{1}{2}}, k=1,2, \ldots, K \tag{5.36}
\end{equation*}
$$

$w_{3 K+k}=\left[\dot{y}_{k}-\frac{a}{y} M_{k} \sin \theta_{k}+\frac{a}{y} M_{T} \sin \gamma\right]\left[\frac{\Delta t}{\varepsilon}\right]^{\frac{1}{2}}, k=1,2, \ldots, K$
$w_{4 K+k}=\left[\frac{2 \alpha_{k}}{\pi \delta}\right]^{K} p(r \Delta t)^{\frac{1}{2}}, \quad k=1,2, \ldots, K$
$w_{5 K+k}=\left[\frac{a \dot{\theta}_{k} M_{k}}{50 g \delta}\right]^{K} p(r \Delta t)^{\frac{1}{2}} \quad, k=1,2, \ldots, K$
$w_{6 K+1}=[(K-1) \Delta t]^{\frac{1}{2}}$
where

$$
\left.M_{k} \triangleq M(t)\right|_{t=(k-1) \Delta t} \text { etc. }
$$



The state and control expansions written in discrete
form are
$M_{k}=M_{1}+\frac{M_{K}-M_{1}}{K-1}(k-1)+\sum_{m=1}^{M} a_{m} \sin \frac{m \pi(k-1)}{K-1}, k=1,2, \ldots, K \quad$ (5.41)
$\theta_{k}=\theta_{1}+\frac{\theta_{K}-\theta_{1}}{K-1}(k-1)+\sum_{m=1}^{M} b_{m} \sin \frac{m \pi(k-1)}{K-1}, k=1,2, \ldots, K . \quad$ (5.42)
$x_{k}=x_{1}+\frac{x_{K}-x_{1}}{K-1}(k-1)+\sum_{m=1}^{M} c_{m} \sin \frac{m \pi(k-1)}{K-1}, k=1,2, \ldots, K \quad(5.43$
$y_{k}=y_{1}+\frac{y_{K}-y_{1}}{K-1}(k-1)+\sum_{m=1}^{M} d_{m} \sin \frac{m \pi(k-1)}{K-1}, k=1,2, \ldots, K \quad$ (5.44)
$\alpha_{k}=\alpha_{1}+\frac{\alpha_{K}-\alpha_{1}}{K-1}(k-1)+\sum_{m=1}^{M} e_{m} \sin \frac{m \pi(k-1)}{K-1}, k=1,2, \ldots, K . \quad$ (5.45)

## 3. Vector of Unknowns

The elements of the vector $\underset{\sim}{c}$ are

$$
\begin{align*}
& \underset{\sim}{c}{\underset{\sim}{T}}^{T}=\left(a_{1}, a_{2}, \ldots, a_{M}, b_{1}, b_{2}, \ldots, b_{M}, c_{1}, c_{2}, \ldots, c_{M},\right.  \tag{5.46}\\
& \left.\quad d_{1}, d_{2}, \ldots, d_{M}, e_{1}, e_{2}, \ldots, e_{M}, M_{K}, \theta_{K}, \alpha_{1}, \alpha_{K}, \Delta t\right) .
\end{align*}
$$

## 4. Partial Derivatives of the Tabular Function

The values of $\mathrm{C}_{\mathrm{A}}$ and $\mathrm{C}_{\mathrm{N}}$ are obtained from the tables by parabolic interpolation along with the values of $\frac{\partial C_{A}}{\partial M}, \frac{\partial C_{A}}{\partial \alpha}$,

$\frac{\partial^{2} C_{A}}{\partial M^{2}}, \frac{\partial^{2} C_{A}}{\partial \alpha^{2}}, \frac{\partial^{2} C_{A}}{\partial M \partial \alpha}, \frac{\partial C_{N}}{\partial M}, \frac{\partial C_{N}}{\partial \alpha}, \frac{\partial^{2} C_{N}}{\partial M^{2}}, \frac{\partial^{2} C_{N}}{\partial \alpha^{2}}, \quad$ and $\frac{\partial^{2} C_{N}}{\partial M \partial \alpha}$. The procedure is outined in Appendix $C$. 5. First Partial Derivatives The first partial derivatives indicated in equation (2.34) are required. These partial derivatives are easily obtained from equations (5.34) thru (5.40) by taking the partials of these expressions with respect to the vector $\underset{\sim}{c}$. The expressions are too numerous to include. A typical term is

$$
\begin{equation*}
\frac{\partial w_{k}}{\partial a_{m}}=\frac{\partial w_{k}}{\partial \dot{M}_{k}} \frac{\partial \dot{M}_{k}}{\partial a_{m}}+\frac{\partial w_{k}}{\partial M_{k}} \frac{\partial M_{k}}{\partial a_{m}} \tag{5.47}
\end{equation*}
$$

For $1 \leq k \leq K, w_{k}$ is given by equation (5.34) and the partial derivatives indicated above are
$\frac{\partial W_{k}}{\partial \dot{M}_{k}}=\left[\frac{\Delta t}{\varepsilon}\right]^{1 / 2}$
$\frac{\partial W_{k}}{\partial M_{k}}=\left[2 C_{2} M_{k} C_{A_{k}} \cos \alpha_{k}+C_{2} M_{k}{ }^{2} \frac{\partial C_{A_{k}}}{\partial M_{k}} \cos \alpha_{k}+2 C_{2} M_{k} C_{N_{k}} \sin \alpha_{k}\right.$

$$
\left.+C_{2} M_{k}^{2} \frac{\partial C_{N_{k}}}{\partial M_{k}} \sin \alpha_{k}\right]\left[\frac{\Delta t}{\varepsilon}\right]^{1 / 2}
$$

$\frac{\partial \dot{M}_{k}}{\partial a_{m}}=\frac{m \pi}{(K-1) \Delta t} \cos \frac{m \pi(k-1)}{K-1}$
$\frac{\partial M_{k}}{\partial a_{m}}=\sin \frac{m \pi(k-1)}{K-1}$.

Notice that $C_{A_{k}}$ and $C_{N_{k}}$ are functions of $M_{k}$ as well as $\alpha_{k}$.
6. Second Partial Derivatives

The second partial derivatives indicated in the threedimensional array (2.35) are also required. Again the expresssion are too numerous to list. A typical term for $l \leq k \leq K$ is

$$
\begin{equation*}
\frac{\partial^{2} w_{k}}{\partial a_{\ell} a_{m}}=\frac{\partial}{\partial a_{\ell}}\left[\frac{\partial w_{k}}{\partial a_{m}}\right] \tag{5.52}
\end{equation*}
$$

Letting $\frac{\partial w_{k}}{\partial a_{m}} \xlongequal{\Delta} R$, we have

$$
\begin{equation*}
\frac{\partial^{2} w_{k}}{\partial a_{\ell} \partial a_{m}}=\frac{\partial R}{\partial a_{\ell}}=\frac{\partial R}{\partial \dot{M}_{k}} \frac{\partial \dot{M}_{k}}{\partial a_{\ell}}+\frac{\partial R}{\partial M_{k}} \frac{\partial M_{k}}{\partial a_{\ell}} . \tag{5.53}
\end{equation*}
$$

The partial derivatives indicated above are

$$
\frac{\partial R}{\partial \hat{M}_{k}}=0
$$

$$
\frac{\partial R}{\partial M_{k}}=\left[2 C_{2} C_{A_{k}} \cos \alpha_{k}+4 C_{2} M_{k} \frac{\partial C_{A_{k}}}{\partial M_{k}} \cos \alpha_{k}+C_{2} M_{k}^{2} \frac{\partial^{2} C_{A_{k}}}{\partial M_{k}^{2}} \cos \alpha_{k}\right.
$$

$$
\left.+2 C_{2} C_{N_{k}} \sin \alpha_{k}+4 C_{2} M_{k} \frac{\partial C_{k}}{\partial M_{k}} \sin \alpha_{k}+C_{2} M_{k}^{2} \frac{\partial^{2} C_{N_{k}}}{\partial M_{k}^{2}} \sin \alpha_{k}\right]
$$

$$
\begin{equation*}
\left[\frac{\Delta t}{\varepsilon}\right]^{1 / 2} \sin \frac{m \pi(k-1)}{K-1} \tag{5.55}
\end{equation*}
$$

$$
\begin{align*}
& \frac{\partial \dot{M}_{k}}{\partial a_{\ell}}=\frac{\ell \pi}{(K-1) \Delta t} \cos \frac{\ell \pi(k-1)}{K-1}  \tag{5.56}\\
& \frac{\partial M_{k}}{\partial a_{\ell}}=\sin \frac{\ell \pi(k-1)}{K-1} \tag{5.57}
\end{align*}
$$

C. RESULTS

The problem was solved twice: once using 8 coefficients for each expansion (problem A) and once using 12 coefficients for each expansion (problem B). In both cases $K=21$ time points (20 time intervals) were used. The initial guess for the $\underset{\sim}{c}$ vector was:

$$
\begin{align*}
\text { all expansion } & \text { coefficients }=0 \\
M(T) & =1.4 \\
\theta(T) & =0^{\circ} \\
\alpha(0) & =20^{\circ}  \tag{5.58}\\
\alpha(T) & =0^{\circ} \\
\Delta t & =7 / 20 \mathrm{sec} .(T=7 \mathrm{sec} .)
\end{align*}
$$

1. Problem A - 8 Coefficients for each Expansion

Four sub-problems were required to solve the problem. Table 3 gives the weighting factor values, optimization strategy, and computer time for each sub-problem. Table 4 gives the components of the minimum augmented performance measure for each sub-problem where

$$
\begin{equation*}
J_{a}^{*}=J^{*}+\frac{1}{\varepsilon} J_{s}^{*}+r J_{p}^{*} \tag{5.59}
\end{equation*}
$$

| sub- <br> problem | $\varepsilon$ | $R$ | $K_{p}$ | $I^{*}$ | optimization <br> strategy** | C.P.U. <br> time |
| :---: | :---: | :---: | :---: | :---: | :--- | :---: |
| 1 | $1.0 \times 10^{-5}$ | 100 | 4 | 8 | MMMMMMMM | $2^{\prime} 28^{\prime \prime \prime}$ |
| 2 | $0.67 \times 10^{-5}$ | 100 | 6 | 6 | FFFFFF | $3^{\prime} 38^{\prime \prime}$ |
| 3 | $0.5 \times 10^{-5}$ | 100 | 8 | 2 | FF | $I^{\prime} 54^{\prime \prime}$ |
| 4 | $0.5 \times 10^{-5}$ | 100 | 32 | 1 | F | $1^{\prime} 32^{\prime \prime}$ |

* number of iterations required
** M - MNR method
F - FNR method

Table 3
Weighting factors, optimization strategy, and C.P.U. time for missile intercept problem A.

| sub- <br> problem | $J_{a}^{*}$ | $J^{*}$ | $J_{s}^{*}$ | $J_{p}^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 16.95 | 7.538 | $0.6853 \times 10^{-4}$ | $0.2554 \times 10^{-1}$ |
| 2 | 14.52 | 7.585 | $0.4626 \times 10^{-4}$ | $0.1287 \times 10^{-9}$ |
| 3 | 16.83 | 7.585 | $0.4624 \times 10^{-4}$ | $0.4619 \times 10^{-13}$ |
| 4 | 16.83 | 7.585 | $0.4624 \times 10^{-4}$ | $0.3691 \times 10^{-53}$ |

Table 4
Components of the minimum augmented performance measure for missile intercept problem A.


Figure 7 is a plot of the augmented performance measure vs. iteration number.


Figure 7
Augmented performance measure vs. iteration number for missile intercept problem A

Iterations performed by the FNR method are indicated by a solid line. Iterations performed by the MNR equations are indicated by a broken line. The figure shows several significant characteristics:
a. the failure of the FNR method on the first iteration of the problem (the initial guess is too far from optimum to allow the FNR method to converge);
b. the superior terminal convergence produced by the FNR method close to the minimum;
c. the oscillatory results produced by the MNR method as the minimum is approached. After the commencement of sub-problem 2 as shown in Figure 7, the FNR method is used exclusively to the end of the problem. For comparison, sub-problem 2 is commenced with the MNR method and allowed to run to 23 iterations. At the beginning of sub-problem 3, $J_{a}$ increases slightly and never returns to the minimum value obtained in sub-problem 2. This is an indication that $\varepsilon$ has reached a point where smaller values have little influence on the reduction of $J_{S}$.

Figure 8 is a plot of the performance measure vs. iteration number. The performance measure (final time) increases with iteration number. As the algorithm iterates, $\Delta t$ is being increased to reduce $J_{S}$ (the term in the augmented performance measure reflecting the degree of non-satisfaction of the state equations) while insuring that constrained states and controls are kept within admissible bounds by reducing or holding down $J_{p}$. With small values of $\varepsilon$ and


Figure 8
Performance measure vs. iteration number for missile intercept problem $A$.
large values of $K_{p}$ the end result of minimizing the augmented performance measure is a control history and state trajectory which minimizes the time to intercept while satisfying the state equations and inequality constraints; all to a reasonable degree of accuracy.


Figure 9 is a plot of $J_{s}$ and $J_{p}$ vs. iteration
number.


Figure 9
$J_{s}$ and $J_{p}$ vs. iteration number
for missile intercept problem $A$.

After $K_{p}$ is increased at the beginning of sub-problem 2, the inequality constraint penalty terms $J_{p}$ become very small. This is because the angle of attack is well within its admissible region.


It is evident from Figures 7, 8, and 9 that two sub-problems are sufficient to obtain a reasonable solution. The overal stopping criterion

$$
\begin{equation*}
\left|\left(J_{s}^{*}+J_{p}^{*}\right)^{1}-\left(J_{s}^{*}+J_{p}^{*}\right)^{1+1}\right|<10^{-6} \tag{5.60}
\end{equation*}
$$

where 1 is the sub-problem number is satisfied after the third sub-problem. However, at this point the value of $K_{p}$ is 8 which is not large enough to provide desirable penalty functionals for the inequality constraints. It is necessary to provide as large a value of $K_{p}$ as the computer will allow for the final sub-problem to insure that the minimization is not influenced by the inequality constraint penalty terms when the constrained states and controls are within their admissible regions. Accordingly, a final subproblem is performed with $K_{p}=32$. The algorithm is able to handle the increase in $K_{p}$ from 8 to 32 in one step only because no constraint boundaries are active in the solution. Figure 10 is a plot of the angle of attack expansion computed at the end of the last sub-problem. The region of admissible angles of attack is shown.

Figures 11 and 12 are plots of Mach number and flight path angle vs. time. In each plot two curves are shown; one is the expansion for the state as computed at the end of the last sub-problem; the other is the state trajectory obtained by numerically integrating the state equations with the optimal control expansion.


Figure 10
Angle of attack vs. time for missile intercept problem A.



Figure 11
Mach number vs. time for
missile intercept problem A.


Time (sec.)


Figure 12
Flight path angle vs. time for missile intercept problem A.

Figure 13 is a plot of relative range $X$ vs. relative cross-range $Y$. As before two curves are presented: one represents the expansions of the states as computed at the end of the last sub-problem; the other is the state trajectory obtained by numerically integrating the state equations with the optimal control expansion.

Relative range (ft. $\times 10^{3}$ )


Figure 13
Relative range vs. relative cross-range for missile intercept problem A.


Figure 14 is a plot of range $X^{\prime}$ vs. cross-range $Y^{\prime}$ where both quantities are obtained by transforming the expansions of the states $X$ and $Y$ obtained at the end of the last sub-problem from the $(X, Y)$ coordinate system to the inertial coordinate system ( $X^{\prime}, Y^{\prime}$ ) fixed at the missile launch point (Figure 40).


Figure 14
Range vs. cross-range for missile intercept problem A.


Figure 15 is a plot of load factor vs. time where the load factor is given by

$$
\begin{equation*}
n=\frac{a}{g}(\dot{\theta} M) \tag{5.61}
\end{equation*}
$$

and the states used in equation (5.61) are the state expansions obtained at the end of the last sub-problem.


Figure 15
Load factor vs. time for
missile intercept problem A.


Although load factor is not a state but a function of states, the plot is important because it shows that the load factor constraints as given by (5.19) are not active.

It might be suspected that the optimal trajectory is a maximum performance turn limited by a constraint boundary (angle of attack or load factor) followed by a straight line path to intercept. This is not the case. The initial turn rate of the missile is small compared to its maximum turn rate capability. This is due to the high induced drag associated with high angle of attack turns which would reduce the missile's longitudinal acceleration capability. Also there is no straight line segment to the trajectory although the turn rate of the missile is very small at intercept.

The first sub-problem was also solved with an initial guess for the $c$ vector of:

$$
\begin{align*}
& \text { all expansion coefficients }=0 \\
& M(T)=2.5 \\
& \theta(T)=0^{\circ}  \tag{5.62}\\
& \alpha(0)=10^{\circ} \\
& \alpha(T)=0^{\circ} \\
& \Delta t=8 / 20 \mathrm{sec} \cdot(T=8 \mathrm{sec} .)
\end{align*}
$$

The sub-problem reached a minimum of 7.544 which compared favorably with the minimum reached by the first initial guess given by equations (5.58). This gives an indication that the minimum attained is the global minimum.

2. Problem B - 12 Coefficients for each Expansion

Four sub-problems were required to solve this problem also. Tables 5 and 6 summarize the performance of the algorithm.

| sub- <br> problem | $\varepsilon$ | r | $\mathrm{K}_{\mathrm{p}}$ | $\mathrm{I} *$ | optimization <br> strategy** | C.P.U. <br> time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $1.0 \times 10^{-5}$ | 100 | 4 | 8 | MMMMMMMM | $3^{\prime} 34^{\prime \prime}$ |
| 2 | $0.67 \times 10^{-5}$ | 100 | 6 | 2 | $F F$ | $2^{\prime} 20^{\prime \prime}$ |
| 3 | $0.5 \times 10^{-5}$ | 100 | 8 | 2 | $F F$ | $2^{\prime} 19^{\prime \prime}$ |
| 4 | $0.5 \times 10^{-5}$ | 100 | 32 | 2 | $F F$ | $2^{\prime} 20^{\prime \prime}$ |

* number of iterations required
** M - MNR method
$F$ - FNR method
Table 5
Weighting factors, optimization strategy, and C.P.U. time for missile intercept problem B.

| sub- <br> problem | $J_{a} *$ | $J^{*}$ | $J_{s} *$ | $J_{p}^{*}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 11.51 | 7.537 | $0.2125 \times 10^{-4}$ | $0.1849 \times 10^{-1}$ |
| 2 | 9.69 | 7.612 | $0.1385 \times 10^{-4}$ | $0.3412 \times 10^{-8}$ |
| 3 | 10.65 | 7.628 | $0.1513 \times 10^{-4}$ | $0.3474 \times 10^{-11}$ |
| 4 | 10.31 | 7.631 | $0.1339 \times 10^{-4}$ | $0.6139 \times 10^{-43}$ |

Table 6
Components of the minimum augmented measure for missile intercept problem B.

Pa

Figure 16 is a plot of the augmented performance measure vs. iteration number and corresponds to Figure 7 for problem $A$.


Figure 16
Augmented performance measure vs. iteration number for missile intercept problem B.


A second failure mode of the $M N R$ method close to the minimum is shown. The MNR method produces a divergent $J_{a}$ in the second sub-problem.

```
Figure l7 is a plot of range X' vs. cross-range Y'
``` obtained in the same manner as in problem A (Figure 14).


Figure 17
Range vs. cross-range for missile intercept problem B.


A comparison of the tables and figures for problems \(A\) and \(B\) show that the optimal control and trajectory have not been markedly affected by the increase in the number of coefficients from 8 to 12 for each expansion. It is prohibitive in terms of computation time and storage requirements to increase the number of coefficients further.
(2ane

\section*{VI. A CLIMB PERFORMANCE PROBLEM}

In this section a climb performance problem is solved. A supersonic fighter aircraft is to climb from sea level to high altitude in minimum time.

Flight test experience has shown that to climb to altitudes above the tropopause in minimum time a supersonic fighter must execute a maneuver which typically includes:
a. a subsonic climb to an altitude near the tropopause;
b. a level or near level acceleration to some supersonic Mach number;
c. a "zoom" climb to the desired altitude trading kinetic energy for potential energy. This technique has been used extensively in the past decade for establishing climb records and in fighter-interceptor tactics to attain altitudes higher than the aircraft's service ceiling for short periods of time.

Several factors contribute to the optimality of this type of maneuver. They are:
a. a fighter's maximum Mach number or "placard" limit which arises from dynamic pressure and/or thermal limitations and is a function of altitude;
b. a fighter's transonic drag characteristics;
c. air temperature variation with altitude;
d. air density variation with altitude;
e. turbojet engine maximum thrust variation with
altitude.


Optimization techniques were first applied successfully to this problem by Bryson [Refs. 1 and 2]. The method of steepest descent was used successfully to predict the type maneuver described above for a typical supersonic aircraft.

The epsilon method is applied to the problem herein to demonstrate the method's power. A direct comparison of methods is not made as the mathematical model used here has been improved considerably over that used in Reference 2.
A. PRÓBLEM FORMULATION

\section*{1. State Equations}

The state equations for this problem derived in
Appendix A are
\[
\begin{align*}
& \dot{M}=\frac{g T h}{a} \cos \alpha-\frac{g}{a} \sin \gamma-\frac{g \rho_{o} S a}{2 W_{e}} \sigma M^{2} C_{D}  \tag{6.1}\\
& \dot{\gamma}=\frac{g T h}{a} \frac{\sin \alpha}{M}+\frac{g \rho_{0} S a}{2 W_{e}} \sigma M C_{L}-\frac{g \cos \gamma}{a M}  \tag{6.2}\\
& \dot{h}=\frac{a M}{H_{L}} \sin \gamma . \tag{6.3}
\end{align*}
\]

The states are Mach number M, vertical flight path angle \(\gamma\), and normalized altitude \(h\). The control is angle of attack \(\alpha\). Parameters considered constant are the gravitational constant \(g\), sea level standard density \(\rho_{o}\), aircraft wing area \(S\), aircraft weight \(W_{e}\), and the altitude of the tropopause under standard atmospheric conditions \(H_{L}\). These constants are

\[
\begin{align*}
g & =32.1725 \mathrm{ft} . / \mathrm{sec}^{2} \\
\rho_{\mathrm{O}} & =0.002378 \mathrm{slugs} / \mathrm{ft}^{3}{ }^{3} \\
\mathrm{~S} & =400 \mathrm{ft} .{ }^{2}  \tag{6.4}\\
\mathrm{~W}_{\mathrm{e}} & =39,000 \mathrm{lbs} . \\
H_{L} & =36,089 \mathrm{ft}
\end{align*}
\]

The remaining parameters in equations (6.1) thru (6.3) vary with flight and atmospheric conditions. These variations are represented in either tabular form or by empirical relations. These tabular and empirical relations are critical to the problem as they represent the mathematical equivalents of the factors a through e listed in the introduction to this section.

It is convenient to define the constant
\[
\begin{equation*}
c \stackrel{\Delta g \rho_{0} S}{2 W_{e}} \tag{6.5}
\end{equation*}
\]

With the definition (6.5) incorporated the state equations are
\[
\begin{align*}
& \dot{M}=\frac{g T h}{a} \cos \alpha-\frac{g}{a} \sin \gamma-\cos M^{2} C_{D}  \tag{6.6}\\
& \dot{\gamma}=\frac{g T h}{a} \frac{\sin \alpha}{M}+\cos M C_{L}-\frac{g \cos \gamma}{a M}  \tag{6.7}\\
& \dot{\mathrm{H}}=\frac{a M}{\mathrm{H}_{L}} \sin \gamma . \tag{6.8}
\end{align*}
\]

\section*{2. Empirical Relations}

Empirical relations are used for air density ratio \(\sigma\), maximum Mach number \(M_{M}\), and the speed of sound a as functions of normalized altitude \(h\). Air density ratio and normalized altitude are defined by
\[
\begin{equation*}
\sigma \stackrel{\Delta}{=} \frac{\rho}{\rho_{0}} \tag{6.9}
\end{equation*}
\]
and
\[
\begin{equation*}
h \stackrel{\Delta}{=} \frac{H}{H_{L}} \tag{6.10}
\end{equation*}
\]

These empirical relations which are discussed in Appendix D are repeated here for convenience. They are
\[
\begin{align*}
\sigma & =e^{-c_{1} h}+c_{3} h e^{-c_{2} h}  \tag{6.11}\\
M_{M} & =2.1-1.1 e^{-2.4 h}  \tag{6:12}\\
a & =a_{0}\left(1-c_{7} h\right), h<1  \tag{6.13}\\
& =971 \mathrm{ft} . / \text { sec }, \quad h \geq 1 \tag{6.14}
\end{align*}
\]
where
\[
\begin{align*}
& c_{1}=1.54100  \tag{6.15}\\
& c_{2}=1.80445  \tag{6.16}\\
& c_{3}=0.4130  \tag{6.17}\\
& c_{4}=0.1331 . \tag{6.18}
\end{align*}
\]
3. Tabular Functions

In situations where parameter variations cannot be adequately represented by empirical formulas, a table of values is used. Tables are used for lift and drag coefficients as functions of Mach number and angle of attack for a typical supersonic fighter. Excerpts from these tables are presented in Appendix B.

The thrust Th appearing in equations (6.6) and (6.7) is normalized maximum thrust as it is assumed that since the aircraft must climb to altitude in minimum time, its power plant will always be operated at maximum thrust. Maximum thrust is normalized with respect to sea level static maximum thrust \(\mathrm{Th}_{\mathrm{M}_{0}}\) and is given by
\[
\begin{equation*}
\mathrm{Th}=\frac{\mathrm{Th}}{\mathrm{Th}_{M_{0}}} \tag{6.19}
\end{equation*}
\]
where
\[
\begin{equation*}
\mathrm{Th}_{M_{0}}=34,000 \mathrm{lbs} . \tag{6.20}
\end{equation*}
\]

Maximum thrust is given as a tabular function of Mach number and altitude for the fighter under consideration.
4. Performance Measure

The performance measure for this problem is
\[
\begin{equation*}
J=\int_{0}^{T} d t \tag{6.21}
\end{equation*}
\]
再
5. Inequality Constraints

The following state and control inequality constraints are imposed:
\[
\begin{align*}
& 0 \leq M \leq M_{M}  \tag{6.22}\\
& -6^{\circ}=\alpha_{L} \leq \alpha \leq \alpha_{M}=24^{\circ} \tag{6.23}
\end{align*}
\]

The maximum Mach number \(M_{M}\) constraint represents the "placard" limit. \(M_{M}\) is a function of altitude and is given by an empirical relation as discussed in Section VI.2.

The angle of attack constraint \(\alpha_{M}\) is set at an angle of attack slightly above that for maximum lift coefficient. The minimum angle of attack \(\alpha_{L}\) is set slightly below that for minimum lift coefficient thus simulating aerodynamic stall.
6. End Conditions

The initial conditions are
\[
\begin{align*}
& M(0)=M_{0}=0.6  \tag{6.24}\\
& \gamma(0)=0  \tag{6.25}\\
& h(0)=h_{0}=0 . \tag{6.26}
\end{align*}
\]

The final condition is
\[
\begin{equation*}
h(T)=h_{F}=\frac{60,000 \mathrm{ft}}{\mathrm{H}_{L}} \tag{6.27}
\end{equation*}
\]

B. the efsilon method formulation

\section*{1. The Augmented Performance Measure}

Using the penalty functional described in Section III for inequality constraints, the augmented performance measure is
\[
\begin{align*}
J_{a}= & \int_{0}^{T} d t \\
& +\frac{1}{\varepsilon} \int_{0}^{T}\left[\dot{M}-\frac{g T h}{a} \cos \alpha+\frac{\varepsilon}{a} \sin \gamma+\operatorname{ca\sigma M}^{2} C_{D}\right]^{2} d t \\
& +\frac{1}{\varepsilon} \int_{0}^{T}\left[\dot{\gamma}-\frac{g T h}{a} \frac{\sin \alpha}{M}-\operatorname{ca\sigma MC_{L}}+\frac{g \cos \gamma}{a M}\right]^{2} d t  \tag{6.28}\\
& +\frac{1}{\varepsilon} \int_{0}^{T}\left[\dot{h}-\frac{a M}{H_{L}} \sin \gamma\right]^{2} d t \\
& +r \int_{0}^{T}\left[\frac{2 M}{\delta M_{M}}-1\right]^{2 K_{p}} d t+r \int_{0}^{T}\left[\frac{\alpha-\alpha}{\alpha_{M}-\alpha}\right]^{2 K_{p}} d t
\end{align*}
\]
where \(\varepsilon\) and \(r\) are weighting factors, \(\delta\) is a constant used to make minor adjustments to the admissible regions, and \(d\) is the midpoint of the admissible angle of attack region; that is
\[
\begin{equation*}
\dot{d}=\frac{\alpha_{M}+\alpha_{L}}{2} \tag{6.29}
\end{equation*}
\]


The required elements of \(\underset{\sim}{w}\) are
\[
\begin{align*}
& w_{k}=\left[\dot{M}_{k}-\frac{g \ln k}{a_{k}} \cos \alpha_{k}+\frac{g}{a_{k}} \sin \gamma_{k}+c a_{k} \sigma_{k} M_{k}^{2} C_{D_{k}}\right]\left[\frac{\Delta t}{\varepsilon}\right]^{\frac{1}{2}},  \tag{6.30}\\
& w_{K+k}=\left[\dot{\gamma}_{k}-\frac{g T h_{k}}{a_{k}} \frac{\sin \alpha_{k}}{M_{k}}-c a_{k} \sigma_{k} M_{k} C_{L_{k}}+\frac{g \cos \gamma_{k}}{a_{k} M_{k}}\right]\left[\frac{\Delta t}{\varepsilon}\right]_{k=1,2, \ldots,}^{1 / 2},  \tag{6.31}\\
& w_{2 K+k}=\left[\dot{h}_{k}-\frac{a_{k} M_{k}}{H_{L}} \sin \gamma_{k}\right]\left[\frac{\Delta t}{\varepsilon}\right]^{\frac{1}{2}}, \quad k=1,2, \ldots, k
\end{align*}
\]
\(w_{3 K+k}=\left[\frac{2 M_{k}}{\delta M_{M_{k}}}-1\right]^{K} p(r \Delta t)^{\frac{1}{2}} \quad, \quad k=1,2, \ldots, K\)
\(w_{4 K+k}=\left[\frac{\alpha_{k}-\alpha}{\alpha_{M}-\alpha}\right]^{K} p(r \Delta t)^{\frac{1}{2}}, \quad k=1,2, \ldots, K\)
\(w_{5 K+1}=[(K-1) \Delta t]^{\frac{1}{2}}\)
2. Functional Expansions, Unknowns, and Partial Derivatives

The state and control expansions are of the same form as the problem in Section \(V\) and are not shown. The elements of the \(\underset{\sim}{c}\) vector are
\[
\begin{gather*}
{\underset{\sim}{c}}^{T}=\left(a_{1}, a_{2}, \ldots, a_{M}, b_{1}, b_{2}, \ldots, b_{M}, c_{1}, c_{2}, \ldots, c_{M},\right.  \tag{6.36}\\
\\
\left.d_{1}, d_{2}, \ldots, d_{M}, M_{K}, r_{K}, a_{1}, a_{K}, \Delta t\right)
\end{gather*}
\]
where the \(a_{m}\) 's represent the Mach number expansion coefficients, the \(b_{m}\) 's represent the vertical flight path angle coefficients, the \(c_{m}\) 's represent the altitude coefficients, and the \(d_{m}^{\prime}\) s represent the angle of attack coefficients.

The first and second derivatives of the empirical relations (6.11) thru (6.14) are required. These expressions are
\[
\begin{align*}
& \frac{d \sigma}{d h}=-c_{1} e^{-c_{1} h}+\left(c_{3}-c_{2} c_{3} h\right) e^{-c_{2} h} \\
& \frac{d^{2} \sigma}{d h^{2}}=c_{1}{ }^{2} e^{-c_{1} h}-\left[\left(c_{3}-c_{2} c_{3} h\right) c_{2}+c_{2} c_{3}\right] e^{-c_{2} h} \\
& \frac{d M_{M}}{d h}=2.64 e^{-2.4 h} \\
& \frac{d^{2} M_{M}}{d h^{2}}=-6.336 e^{-2.4 h} \\
& \frac{d a}{d h}=-a_{0} c_{7}, \quad h<1 . \\
& =0 \\
& \frac{d^{2} a}{d h^{2}}=0 .
\end{align*}
\]

The first and second partials of the tabular functions for lift coefficient, drag coefficient, and maximum thrust with respect to their independent variables and the elements

of \(\underset{\sim}{w}\) given by equations \((6.30)\) thru (6.35) with respect to c are obtained in the same manner as in the problem in Section V.

\section*{C. RESULTS}

Two problems were solved. In problem A the aircraft was to climb from sea level to 60,000 feet in minimum time: Problem B encompassed a series of problems. The results of problem \(A\) were used as a first guess for the solution of a minimum-time-to-climb profile from sea level to 61,000 feet, which in turn was used as a first guess for a climb to 62,000 feet, etc. In this manner optimal control and state trajectories were obtained for minimum-time-to-climb profiles from sea level to altitudes from 60,000 to 70,000 feet in thousand-foot increments. In both problems 8 coefficients for each expansion and 41 time points ( 40 time intervals) were used.
1. Problem A - A Climb from 0 to 60,000 Feet The initial guess for the \(\underset{\sim}{c}\) vector was:
\[
\text { all expansion } \begin{align*}
& \text { eoefficients }=0 \\
& M(T)=0.9 \\
& \gamma(T)=45^{\circ}  \tag{6.44}\\
& \alpha(0)=11^{\circ} \\
& \alpha(T)=11^{\circ} \\
& \Delta t=120 / 40 \mathrm{sec} .(T=2 \mathrm{~min} .)
\end{align*}
\]

Four sub-problems were required to solve the problem. Tables 7 and 8 summarize the performance of the algorithm.

\begin{tabular}{|c|l|c|c|c|l|l|}
\hline \begin{tabular}{c} 
sub- \\
problem
\end{tabular} & \(\varepsilon\) & \(r\) & \(K_{p}\) & \(I^{*}\) & \begin{tabular}{l} 
optimization \\
strategy**
\end{tabular} & C.P.U. \\
\hline 1 & \(0.2 \times 10^{-4}\) & 100 & 4 & 9 & FMMMFFFFF & \(3^{\prime} 33^{\prime \prime}\) \\
2 & \(0.1 \times 10^{-4}\) & 100 & 6 & 9 & FMMMMMMFF & \(3^{\prime} 24^{\prime \prime}\) \\
3 & \(0.67 \times 10^{-5}\) & 100 & 8 & 8 & MFFFFFFF & \(3^{\prime} 38^{\prime \prime}\) \\
4 & \(0.5 \times 10^{-5}\) & 100 & 32 & 3 & FFF & \(2^{\prime} 59^{\prime \prime}\) \\
\hline
\end{tabular}
* number of iterations required
** M - MNR method
F - FNR method

Table 7
Weighting factors, optimization strategy, and C.P.U. time for climb performance problem \(A\).
\begin{tabular}{|c|c|c|c|c|}
\hline \begin{tabular}{c} 
sub- \\
problem
\end{tabular} & \(J_{a}^{*}\) & \(J^{*}\) & \(J_{s}^{*}\) & \(J_{p}^{*}\) \\
\hline 1 & 422.5 & 129.1 & \(0.4496 \times 10^{-2}\) & 0.6855 \\
2 & 442.2 & 199.3 & \(0.2154 \times 10^{-2}\) & 0.2742 \\
3 & 489.3 & 238.6 & \(0.1544 \times 10^{-2}\) & 0.1904 \\
4 & 451.5 & 258.0 & \(0.9677 \times 10^{-3}\) & \(0.8838 \times 10^{-12}\) \\
\hline
\end{tabular}

Table 8
Components of the minimum augmented performance measure for climb performance problem \(A\).
再

Neither the angle of attack or maximum Mach number constraints are active in this problem. The largest Mach number attained in the climb is 1.53 at an altitude of 23,000 feet. Consulting Appendix \(D\), the maximum Mach number at this altitude is 1.88 . However, since both constrained parameters approach their boundaries, a large value of \(K_{p}\) is required to obtain small \(J_{p}\) contributions to the augmented performance measure.

Figure 18 is a plot of the augmented performance measure vs. iteration number.


Augmented performance measure vs. iteration number for climb performance problem A.

Iterations performed by the \(F N R\) method are indicated by a solid line. Iterations performed by the MNR method are indicated by a broken line. As observed in the previous problem, the FNR method results in excellent terminal convergence. The MNR method performs well when the \(\underset{\sim}{c}\) vector is far from optimum as indicated by relatively large augmented performance measures. At the commencement of sub-problem 1 the MNR method fails presumably because the initial guess for the \(\underset{\sim}{c}\) vector is too close to optimum. The FNR method does not reduce the augmented performance measure but manages to salvage the first iteration. On iteration number 2 the opposite occurs. The \(\underset{\sim}{c}\) vector is too far from optimum for the FNR method to work. The MNR method comes to the rescue. The same thing occurs at the beginning of sub-problem 2. In these two sub-problems the use of both methods in combination has allowed the algorithm to proceed where the exclusive use of either method by itself produces a divergent condition from which the algorithm cannot recover.

Figure 19 is a plot of the performance (final time) vs. iteration number.

Figures 20, 21, and 22 are plots of the states vs. time. In each plot two curves are shown: one is the expansion for the state as computed at the end of the last sub-problem; the second is the state trajectory obtained by integrating the state equations with the optimal control expansion.


Figure 19
Performance measure vs. iteration number for climb performance problem \(A\).



Figure 20
Mach number vs. time for
climb performance problem \(A\).



Figure 21
Altitude vs. time for
climb performance problem \(A\).


Vertical flight path angle vs.
time for climb performance problem \(A\).

Close observation of Figures 20, 21 , and 22 reveals a trajectory very similar to that described in the introduction to this problem. The trajectory begins with a sub-sonic climb to an altitude of 33,000 feet. The climb angle during this portion of the climb reaches a maximum of 27 degrees. At this point an acceleration is performed to a Mach number of 1.53 with the aircraft in a slight descent. A "zoom" climb is then performed to the desired altitude of 60,000 feet.

Figure 23 is a plot of the angle of attack expansion computed at the end of the last sub-problem.


Figure 23
Angle of attack vs. time for climb performance problem \(A\).
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Initially, the angle of attack is decreasing corresponding to the initial acceleration of the aircraft from a starting Mach number of 0.6 . As the aircraft rotates to climb attitude, the angle of attack increases. As the aircraft levels off for the supersonic acceleration, the angle of attack decreases correspondingly. The angle of attack begins to increase again as the "zoom" climb attitude is established. A further increase is evident as the aircraft slows down in the climb until as the final altitude is approached, the aircraft is near stall. The climb was completed in 4 minutes and 18 : seconds.

Figure 24 is a plot of altitude vs. range where both quantities are obtained by integration. The scales are not the same.


Figure 24
Altitude vs. range for climb performance problem A.


The problem was also solved with the maximum Mach number restricted to 1.0 throughout the flight regime to obtain a comparison of the "zoom" climb technique to a totally subsonic climb to 60,000 feet. The aircraft was not able to complete the climb. The altitude of 60,000 feet is apparently above the service ceiling of the model. After 4 minutes and 18 seconds, which was the time required to complete the climb by the "zoom" technique, the aircraft was passing 43,000 feet and climbing very slowly.
2. Problem B - Optimum Climbs to Altitudes from 60,000 to 70,000 Feet

Table 9 depicts the results for each sub-problem as minimum time-to-climb profiles are generated for final altitudes of 60,000 to 70,000 feet in thousand-foot increments. For each sub-problem the results of the previous sub-problem were used as a first guess for the new trajectory. The stable behavior of the FNR method near the minimum is responsible for the ability of the algorithm to generate neighboring optimal trajectories. Thus, in effect, ten problems were solved with minimum effort by taking advantage of the results of each problem in turn. If, however, the change in end conditions is too large, the MNR method may be required to start the new sub-problem. This is the case in sub-problems 11 thru 14.

Figure 25 is a plot of altitude vs. range where both quantities are obtained by numerical integration showing the climb trajectories for several of the final altitudes.
\begin{tabular}{|c|c|c|c|c|c|}
\hline \[
\begin{gathered}
\text { sub- } \\
\text { problem }
\end{gathered}
\] & number of iterations required & optimization strategy * & \begin{tabular}{l}
final \\
altitude \\
(feet)
\end{tabular} & time to climb ( \(\mathrm{J}^{*}\) ) & C.P.U. time \\
\hline 4 & 3 & FFF & 60,000 & \(4^{\prime} 18{ }^{\prime \prime}\) & 2'59' \\
\hline 5 & 4 & FFFF & 61,000 & 4'24" & 3'11" \\
\hline 6 & 5 & FFFFF & 62,000 & \(4^{\prime \prime} 3{ }^{\prime \prime}\) & \(3^{\prime} 16^{\prime \prime}\) \\
\hline 7 & 12 & FFFFFFFFFFFF & 63,000 & \(4^{\prime} 36^{\prime \prime}\) & \(5^{\prime} 02^{\prime \prime}\) \\
\hline 8 & 4 & FFFF & 64,000 & 4.41" & 3'05' \\
\hline 9 & 3 & MFF & 65,000 & 4.44" & \(2^{\prime} 52^{\prime \prime}\) \\
\hline 10 & 5 & FFFFF & 66,000 & 4'54" & \(3^{\prime} 29^{\prime \prime}\) \\
\hline 11 & 4 & MFFF & 67,000 & 4'57' & 3'04" \\
\hline 12 & 3 & MFF & 68,000 & \(5^{\prime} 00^{\prime \prime}\) & \(2^{\prime} 50 \prime\) \\
\hline 13 & 4 & MFFF & 69,000 & \(5^{\prime} 03^{\prime \prime}\) & \(2^{\prime} 55^{\prime \prime}\) \\
\hline 14 & 4 & MFFF & 70,000 & 5'09" & 2'53' \\
\hline
\end{tabular}
* F - FNR method

M - MNR method

Table 9
Results of climb performance problem \(B\).



Figure 25
Altitude vs. range for climb performance problem \(B\).

The climb profiles shown in Figure 25 reveal the following characteristics:
a. The sub-sonic climb profiles are identical for all final altitudes for the initial portion of the climb; b. as the final altitude increases, the altitude at which the aircraft levels off for the supersonic acceleration increases by approximately 15 to 18 percent of the final altitude;

c. the aircraft performes a diving maneuver to transit the transonic region with the maximum dive angle ( \(13^{\circ}\) ) reached in the climb to 60,000 feet;
d. as the final altitude increases, the aircraft performs the supersonic acceleration at higher altitudes with less altitude loss in acceleration. The results are not in agreement with standard practice in which the accelerations are generally performed in level flight at the tropopause. The results are in agreement with the results of Bryson [Ref. 2] which clearly show the dive associated with transiting the transonic region. Bryson's results were obtained by the method of steepest descent.


\section*{VII. AN AIR COMBAT MANEUVERING PROBLEM}

In this section the turning performance of a supersonic fighter is considered. First, the basic aircraft limitations on maneuvering flight are reviewed. Second, turning performance in the horizontal plane is reviewed from a theoretical point of view. The "corner" velocity concept familiar to fighter pilots is presented. Third, turning performance in three-dimensions is discussed. Finally, a three-dimensional problem is solved in which a supersonic fighter is required to execute a \(180^{\circ}\) course reversal in minimum time with the initial and final altitudes specified.
A. THEORETICAL TURNING PERFORMANCE
1. Alrcraft Performance and Maneuvering Limitations

A tactical fighter must be highly maneuverable. An important consideration in maneuverability is the ability of the fighter to turn. Two basic performance criteria in turning performance are:
a. radius of turn, and
b. rate of turn.

In air combat situations it is often desirable to perform a turn so that the aircraft's radius of turn (curvature) is minimized or the aircraft's rate of turn is maximized. The ability of a fighter to minimize radius of turn or maximize rate of turn is limited by:

a. maximum thrust,
b. aerodynamic stall, or
c. maximum allowable load factor.
2. Turns in the Horizontal Plane

If an aircraft is restricted to move in a horizontal plane only, turning performance is easily analyzed. Using the assumptions given in Appendix \(A\) and the added assumption that
\[
\begin{equation*}
T \sin \alpha \ll L, \tag{7.1}
\end{equation*}
\]
equations for lift coefficient, radius of turn, rate of turn, and the thrust required to maintain level flight at constant velocity are easily derived and well known. They are
\[
\begin{align*}
& C_{L}=\frac{2 W_{e} n}{\rho S v^{2}},  \tag{7.2}\\
& R=\frac{v^{2}}{g\left(n^{2}-1\right)^{\frac{1}{2}}},  \tag{7.3}\\
& \dot{\psi}=\frac{g\left(n^{2}-1\right)^{\frac{1}{2}}}{v}, \tag{7.4}
\end{align*}
\]
and
\[
\begin{equation*}
T=\frac{\rho S}{2 \cos \alpha} v^{2} C_{D} \tag{7.5}
\end{equation*}
\]

where
\[
\begin{aligned}
& T=\text { thrust, } \\
& \alpha=\text { angle of attack, } \\
& L=\text { lift, } \\
& C_{L}=\text { lift coefficient, } \\
& W_{e}=\text { aircraft weight, } \\
& n=\text { load factor } \\
& \rho=\text { air density, } \\
& S=\text { wing area, } \\
& v=\text { aircraft velocity, } \\
& \mathrm{G}=\text { gravitational constant, } \\
& C_{D}=\text { drag coefficient, } \\
& \mathrm{R}=\text { radius of turn, and } \\
& \psi=\text { horizontal flight path angle (heading angle). }
\end{aligned}
\]

Figure 26 is a plot of lines of constant thrust, constant radius of turn, constant rate of turn, and maximum lift coefficient on velocity-load factor ( \(V-n\) ) diagrams.
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Figure 26
Velocity-Load Factor Diagrams


In Figure 26(c) the constant thrust lines indicate the thrust required to maintain a steady state turn at a specific load factor and velocity. The corner velocity \(\mathrm{v}_{\mathrm{c}}\) is defined as that velocity at which an aircraft is capable of operating at maximum lift coefficient \(C_{L_{M}}\) and maximum structural load factor \(\mathrm{n}_{\mathrm{M}}\) at the same time. This is the velocity which produces minimum radius of turn and maximum rate of turn as can be seen from Figures \(26(a)\) and \(26(b)\). The corner velocity can only be maintained in the steady state if the aircraft has enough thrust available to allow the maximum thrust curve to pass above the corner created by the \({ }^{C_{L}}{ }_{M}-n_{M}\) boundary intersection. If sufficient thrust is not available to allow the corner velocity to be maintained in the steady state, which is typically the case, the aircraft must either degrade its turning performance by moving off the boundary intersection until the maximum thrust curve is encountered, or sacrifice altitude. In this case the velocity for maximum rate of turn is larger than the velocity for minimum radius of turn.

As can be seen from the previous discussion,
optimization techniques are not required to analyze turns in the horizontal plane. This arena, however, is an excellent place to test an optimization technique which is being considered for use in solving more complicated problems involving three-dimensional maneuvering. With this in mind, two problems involving turns in the horizontal plane were solved by the epsilon method and the answers compared to

theoretical results. In one problem an aircraft was required to perform a horizontal turn with minimum radius. In a second problem the aircraft was required to turn through a given heading change in minimum time which is equivalent to maximizing rate of turn. The aircraft was given a large thrust capability so that the turns were not thrust limited. The mathematical model used in the problems is given in Appendix A. The model is an accurate three-degree-of-freedom model of the aircraft's motion with maneuvering limitations included. From the previous discussion the aircraft should have performed the tura in both cases at the corner velocity where
\[
\begin{equation*}
\mathrm{v}_{\mathrm{c}}=\left[\frac{2 n_{M} W_{e}}{\rho S\left(C_{D_{M}}{ }^{\tan \alpha_{S}}+\mathrm{C}_{L_{M}}\right)}\right]^{\frac{1}{2}} \tag{7.6}
\end{equation*}
\]

In this equation \(\alpha_{s}\) is the angle of attack for maximum lift coefficient and \(C_{D_{M}}\) is the drag coefficient for maximum lift coefficient. The epsilon method solved both problems successfully. In each case the optimum trajectory involved a turn at the corner velocity. Thus, the ability of the second-order epsilon method to handle problems of this type was demonstrated.

\section*{3. Turns in Three Dimensions}

The analysis of turning performance in three dimensions is quite complicated. In this regime modern optimization techniques are the only method of solving

meaningful problems. Even optimization techniques are apt to have a difficult time with three-dimensional maneuvering problems using realistic models of the aircraft's motion because of large computer time and storage requirements. In this section the epsilon method is used to solve an important three-dimensional maneuvering problem often encountered in air combat.

In many air combat situations a fighter pilot is faced with the requirement to reverse his course as rapidly as possible. Generally, the pilot has in mind a specific altitude at which he would like to complete the maneuver which is dictated by his desire to track an enemy aircraft or perform some attacking maneuver. With this in mind, the problem posed for solution by the epsilon method involves a supersonic fighter which is required to execute a \(180^{\circ}\) reversal in minimum time. The aircraft must begin the maneuver in level flight and recover in level flight at the entry altitude. The accepted maneuvers used to accomplish this task developed over years of combat experience are the high-speed yo-yo and the low-speed yo-yo maneuvers. If the aircraft begins a reversal at a flight speed higher than its corner velocity a high-speed yo-yo is called for and vice-versa. A high speed yo-yo consists of a climbing turn followed by a descending turn. A low speed yo-yo consists of a descending turn followed by a climbing turn. If the aircraft begins a reversal at its corner velocity, a level turn is called for. The purpose of applying the epsilon
method to this problem is to either confirm or challenge the effectiveness of these experimentally developed maneuvers by the use of an optimization technique. The assumptions applied to the problem, the coordinate system and nomenclature used, and the derivation of the equations of motion are presented in Appendix \(A\).

\section*{B. PROBLEM FORMULATION}

\section*{1. State Equations}

The state equations derived in Appendix \(A\) are
\[
\begin{equation*}
\dot{M}=\frac{g T h_{M}}{W_{e}^{a}} T h \cos \alpha-\frac{g}{a} \sin \gamma-\frac{g \rho S a}{2 W} M^{2} C_{D} \tag{7.7}
\end{equation*}
\]
\[
\begin{equation*}
\dot{\psi}=\frac{g}{a} \frac{n \sin \phi}{M \cos \gamma} \tag{7.8}
\end{equation*}
\]
\[
\begin{equation*}
\dot{\gamma}=\frac{g}{a} \frac{n \cos \phi}{M}-\frac{g}{a} \frac{\cos \gamma}{M} \tag{7.9}
\end{equation*}
\]
\[
\begin{equation*}
\dot{h}=\frac{a M}{\mathrm{H}_{\mathrm{L}}} \sin \gamma \tag{7.10}
\end{equation*}
\]

The states are Mach number M, horizontal flight path angle \(\psi\), vertical flight path angle \(\gamma\), and normalized altitude \(h\). The controls are bank angle \(\phi\), normalized thrust Th, angle of attack \(\alpha\), and load factor \(n\).

In addition to the four state equations, an equality constraint which must be satisfied is
\[
\begin{equation*}
0=\frac{T h_{M}}{W_{e}} T h \sin \alpha+\frac{\rho S a^{2}}{2 W_{e}} M^{2} C_{L}-n \tag{7.11}
\end{equation*}
\]

This equation is a result of the definition of load factor \(n\) and is derived in Appendix A. It is possible to use equation (7.11) to eliminate the load factor control from the state equations, but this is not desirable for two reasons: first, the resulting state equations would be further complicated thus increasing the analytic workload required to compute first and second partial derivatives; second, the incorporation of the important load factor inequality constraint would be unnecessarily complicated.

Parameters considered constant for this problem are the gravitational constant \(g\), aircraft maximum thrust \(T h_{M}\), aircraft weight \(W_{e}\), speed of sound \(a\), base altitude \(H_{L}\), air density \(\rho\), and aircraft wing area \(S\). These constants are
\[
\begin{align*}
\mathrm{g} & =32,1725 \quad \mathrm{ft} . / \mathrm{sec} .^{2} \\
\mathrm{Th}_{\mathrm{M}} & =21,000 \quad \text { lbs. } \\
\mathrm{W}_{\mathrm{e}} & =39,000 \text { lbs. } \\
\mathrm{a} & =1077.8 \mathrm{ft} . / \mathrm{sec} .  \tag{7.12}\\
\mathrm{H}_{\mathrm{L}} & =10,000 \mathrm{ft} . \\
\rho & =0.001756 \mathrm{slugs} / \mathrm{ft.}^{3} \\
\mathrm{~S} & =400 \mathrm{ft}^{2}
\end{align*}
\]

It is convenient to define the constants
\[
\begin{align*}
c_{1} & \stackrel{\Delta g}{a}  \tag{7.13}\\
c_{2} & \stackrel{\Delta}{\Delta}=\frac{g T h_{M}}{W_{e} a}  \tag{7.14}\\
c_{3} & =\frac{g \rho S a}{2 W} \tag{7.15}
\end{align*}
\]
\[
\begin{align*}
c_{4} & \stackrel{\Delta h_{M}}{W_{e}}  \tag{7.16}\\
c_{5} & =\frac{\rho S a^{2}}{2 W_{e}} . \tag{7.17}
\end{align*}
\]

With these simplifying definitions incorporated the state equations are
\[
\begin{align*}
& \dot{M}=c_{2} T h \cos \alpha-c_{1} \sin \gamma-c_{3} M^{2} C_{D} \\
& \dot{\psi}=c_{1} \frac{n \sin \phi}{M \cos \gamma} \\
& \dot{\gamma}=c_{1} \frac{n \cos \phi}{M}-c_{1} \frac{\cos \gamma}{M}  \tag{7.20}\\
& \dot{h}=\frac{a M}{H_{L}} \sin \gamma \tag{7.21}
\end{align*}
\]
and the additional equality constraint is
\[
\begin{equation*}
0=c_{4} T h \sin \alpha+c_{5} M^{2} C_{L}-n \tag{7.22}
\end{equation*}
\]
2. Tabular Functions

Tables are used for lift and drag coefficient as functions of Mach number and angle of attack for a typical supersonic fighter. Excerpts from these tables are provided in Appendix B.

\section*{3. Performance Measure}

The performance measure for this problem is
\[
\begin{equation*}
J=\int_{0}^{T} d t \tag{7.23}
\end{equation*}
\]
4. Inequality Constraints

The controls must satisfy
\[
\begin{align*}
& 0 \leq T h \leq 1  \tag{7.24}\\
& 0 \leq \alpha \leq \alpha_{M}=24^{\circ}  \tag{7.25}\\
& 0 \leq n \leq n_{M}=6.5 \mathrm{~g}^{\prime} \mathrm{s}  \tag{7.26}\\
& 0 \leq \phi \leq \pi . \tag{7.27}
\end{align*}
\]

The minimum allowable normalized thrust, angle of attack, and load factor are approximated by zero as these constraints are not anticipated to be active. A zero value of the lower bound simplifies the associated penalty term in the augmented performance measure. The maximum angle of attack is fixed at a value slightly higher than the angle of attack for maximum lift coefficient as given in the tabular data thus simulating aerodynamic stall. The structural load factor upper bound is 6.5 g 's, a standard value from fighter aircraft operational limitations. The bank angle constraints

were required to keep the algorithm from generating bank angles greater than \(180^{\circ}\).

\section*{5. End Conditions}

\section*{The initial conditions are}
\[
\begin{align*}
& M(0)=0.9  \tag{7.28}\\
& \psi(0)=0  \tag{7.29}\\
& \gamma(0)=0  \tag{7.30}\\
& h(0)=h_{0}=15,000 \mathrm{ft} . \tag{7.31}
\end{align*}
\]

The final conditions are
\[
\begin{align*}
& \psi(T)=\pi  \tag{7.32}\\
& \gamma(T)=0  \tag{7.33}\\
& h(T)=h_{0} \tag{7.34}
\end{align*}
\]
C. THE EPSILON METHOD FORMULATION
1. The Augmented Performance Measure

Using the penalty functionals described in Section
III for the inequality 'constraints, the augmented performance measure is

\[
\begin{align*}
J_{a} & =\int_{0}^{T} d t \\
& +\frac{1}{\varepsilon} \int_{0}^{T}\left[\dot{M}-c_{2} T h \cos \alpha+c_{1} \sin \gamma+c_{3} M^{2} C_{D}\right]^{2} d t \\
& +\frac{1}{\varepsilon} \int_{0}^{T}\left[\dot{\psi}-c_{1} \frac{n \sin \phi}{\bar{M} \cos \gamma}\right]^{2} d t \\
& +\frac{1}{\varepsilon} \int_{0}^{T}\left[\dot{\gamma}-c_{1} \frac{n \cos \phi}{M}+c_{1} \frac{\cos \gamma}{M}\right]^{2} d t \\
& +\frac{1}{\varepsilon} \int_{0}^{T}\left[\dot{h}-\frac{a M}{H_{L}} \sin \gamma\right]^{2} d t  \tag{7.35}\\
& +\frac{1}{\varepsilon} \int_{0}^{T}\left[c_{4} T h \sin \alpha+c_{5} M^{2} c_{L}-n\right]^{2} d t \\
& +r \int_{0}^{T}\left[\frac{2 T h}{\delta}-1\right]^{2 K_{p}} d t+r \int_{0}^{T}\left[\frac{2 \alpha}{\delta \alpha_{M}}-1\right]^{2 K_{p}} d t \\
& +r \int_{0}^{T}\left[\frac{2 n}{\delta n_{M}}-1\right]^{2 K_{p}} d t+r \int_{0}^{T}\left[\frac{2 \phi}{\delta \pi}-1\right]^{2 K_{p}} d t
\end{align*}
\]
where \(\varepsilon\) and \(r\) are weighting factors, and \(\delta\) is a constant used to make minor adjustments to the admissible regions. The required elements of \(\underset{\sim}{W}\) are
\[
\begin{align*}
& w_{k}=\left[\dot{M}_{k}-c_{2} T_{k} \cos \alpha_{k}+c_{1} \sin \gamma_{k}+c_{3} M_{k}{ }^{2} C_{D_{k}}\right]\left[\frac{\Delta t}{\varepsilon}\right]^{\frac{1}{2}}, k=1,2, \ldots, K \quad(7.36) \\
& w_{K+k}=\left[\dot{\psi}_{k}-c_{1} \frac{n_{k} \sin \phi_{k}}{M_{k} \cos \gamma_{k}}\right]\left[\frac{\Delta t}{\varepsilon}\right]^{\frac{1}{2}}, k=1,2, \ldots, K \tag{7.37}
\end{align*}
\]

\[
\begin{align*}
& w_{2 K+k}=\left[\dot{\gamma}_{k}-c_{1} \frac{n_{k} \cos \phi_{k}}{M_{k}}+c_{1} \frac{\cos \gamma_{k}}{M_{k}}\right]\left[\frac{\Delta t}{\varepsilon}\right]^{\frac{1}{2}}, k=1,2, \ldots, K  \tag{7.38}\\
& w_{3 K+k}=\left[\dot{h}_{k}-\frac{a M_{k}}{H_{L}} \sin \gamma_{k}\right]\left[\frac{\Delta t}{\varepsilon}\right]^{\frac{1}{2}}, k=1,2, \ldots, K  \tag{7.39}\\
& w_{4 K+k}=\left[c_{4}{ }^{T n_{k}} \sin \alpha_{k}+c_{5} M_{k}^{2} c_{L_{k}}-n_{k}\right]\left[\frac{\Delta t}{\varepsilon}\right]^{\frac{1}{2}}, k=1,2, \ldots, K  \tag{7.40}\\
& w_{5 K+k}=\left[\frac{2 T h_{k}}{\delta}-1\right]^{K}{ }_{p}(r \Delta t)^{\frac{1}{2}}, k=1,2, \ldots, K  \tag{7.41}\\
& w_{6 K+k}=\left[\frac{2 \alpha_{k}}{\delta \alpha_{M}}-1\right]^{K}{ }^{K}(r \Delta t)^{\frac{1}{2}}, \quad k=1,2, \ldots, K  \tag{7.42}\\
& w_{7 K+k}=\left[\frac{2 n_{k}}{\delta n_{M}}-1\right]^{K} p_{(r \Delta t)^{1 / 2}}, \quad k=1,2, \ldots, K  \tag{7.43}\\
& w_{8 K+k}=\left[\frac{2 \phi_{k}}{\delta \pi}-1\right]^{K} p_{p}(r \Delta t)^{\frac{1}{2}}, k=1,2, \ldots, K  \tag{7.44}\\
& w_{9 K+1}=[(K-1) \Delta t]^{\frac{1}{2}} \tag{7.45}
\end{align*}
\]
2. Functional Expansions, Unknowns, and Partial Derivatives

The state and control expansions are of the same form as in previous problems and are not shown. The elements of the \(\underset{\sim}{c}\) vector are
\[
\begin{align*}
{\underset{\sim}{c}}^{T}= & \left(a_{1}, a_{2}, \ldots, a_{m}, b_{1}, b_{2}, \ldots, b_{m}, c_{1}, c_{2}, \ldots, c_{M}, a_{1}, d_{2}, \ldots, d_{M},\right. \\
& e_{1}, e_{2}, \ldots, e_{M}, f_{1}, f_{2}, \ldots, f_{M}, g_{1}, g_{2}, \ldots, g_{M}, h_{1}, h_{2}, \ldots, h_{M}, \\
& \left.M_{K}, \phi_{1}, \phi_{K}, T h_{1}, T h_{K}, \alpha_{1}, \alpha_{K}, n_{1}, n_{K}, \Delta t\right) \tag{7.46}
\end{align*}
\]
where the \(a_{m}\) 's represent the Mach number expansion coefficients, the \(b_{m}\) 's represent the horizontal flight path coefficients, the \(c_{m}\) 's represent the vertical flight path angle coefficients, the \(d_{m}\) 's represent the altitude coefficients, the \(e_{m}^{\prime} s\) represent the bank angle coefficients, the \(\mathrm{f}_{\mathrm{m}}\) 's represent the thrust coefficients, the \(\mathrm{g}_{\mathrm{m}}\) 's represent the angle of attack coefficients, and the \(h_{m}\) 's represent the load factor coefficients.

The first and second partial derivatives of the tabular functions for lift coefficient and drag coefficient with respect to their independent variables and equations (7.36) thru (7.45) with respect to the \(\underset{\sim}{c}\) vector are obtained in the same manner as in previous problems.

\section*{D. RESULTS}

Three problems were solved. In problem \(A\) the aircraft must perform the \(180^{\circ}\) reversal in minimum time starting from an initial Mach number of 0.9 . In problem \(B\) the aircraft must perform the reversal starting from its corner Mach number which from equation (7.6) is 0.708 . In problem C the aircraft must perform the reversal starting from an initial Mach number of 0.5 . In all problems 8 coefficients for each expansion and 21 time points ( 20 time intervals) are used.

\section*{1. Problem A}

Since the initial Mach number is above the corner Mach number, a high-speed yo-yo maneuver is called for by
accepted tactics. With this in mind an initial guess of the \(\underset{\sim}{c}\) vector was made to reflect this type of maneuver. Accordingly, the following coefficients were given non-zero initial values:
\[
\begin{align*}
& \mathrm{a}_{1}=-0.309 \\
& \mathrm{c}_{1}=0.524 \\
& \mathrm{a}_{1}=0.333  \tag{7.47}\\
& \mathrm{e}_{1}=1.047 \\
& \mathrm{~g}_{1}=0.262 \\
& h_{1}=3.000
\end{align*}
\]

The remaining initial values for the \(\underset{\sim}{c}\) vector were:
\[
\begin{align*}
& \text { remaining expansion coefficients }=0 \\
& M(T)=0.9 \\
& \phi(0)=0.9 \\
& \phi(T)=00 \\
& \operatorname{Th}(0)=0.88 \quad(30,000 \text { lbs. }) \\
& \operatorname{Th}(T)=0.88 \quad(30,000 \text { lbs. })  \tag{7.48}\\
& \alpha(0)=5^{\circ} \\
& \alpha(T)=5^{\circ} \\
& n(0)=1.0 \\
& n(T)=1.0 \\
& \Delta t=12 / 20 \text { sec. }(T=12 \text { sec. })
\end{align*}
\]

The problem was solved in six sub-problems. It took 17.65 seconds to complete the turn. Figures 27 thru 30 are plots of the control expansions as computed at the end of the last sub-problem.

From Figure 28 it is seen that the maximum thrust constraint is active for the first 10 seconds of the turn. At \(t \approx 6\) seconds there is a short period in which the thrust is slightly inadmissible. This is due to the use



Figure 27
Bank angle vs. time for
turning performance problem A.


Figure 28
Thrust vs. time for
turning performance problem A.


Figure 29
Angle of attack vs. time
for turning performance problem \(A\).


Figure 30
Load factor vs. time for
turning performance problem \(A\).

of the factor \(\delta=1.03\) in the inequality constraint penalty terms in equation (7.35) which has the effect of slightly increasing the size of the admissible region. This is desirable, however, as the epsilon method generates only an approximation to the optimal control from which the true optimal control must be deduced. It is easier to recognize an optimal control expansion which is on a constraint boundary with the factor \(\delta\) included. As shown in Figure 6 in Section \(V, \delta=1.03\) is the proper choice for a final \(K_{p}=30\). During the last portion of the turn, the aircraft is operated at the angle of attack for maximum lift coefficient (approximately \(22^{\circ}\) ). The bank angle and load factor constraints are not active during the maneuver.

Figures 31 thru 34 are plots of the states vs. time. In each plot two curves are shown: one is the expansion for the states as computed at the end of the last sub-problem; the second is the state trajectory obtained by numerically integrating the state equations with the optimal control expansions. An observation of these plots reveals that a high-speed yo-yo maneuver is performed although the altitude excursions are not as large as this author expected. The optimization procedure settles on a nearly level hard turn at high load factors, steep bank angles, and maximum thrust for the majority of the turn. When the maximum thrust boundary is not active, the aircraft flies at the angle of attack for maximum lift coefficient.



Figure 31
Mach number vs. time
for turning performance problem \(A\).



Figure 32
Horizontal flight path angle vs. time for turning performance problem A.


Figure 33
Vertical flight path angle vs. time for turning performance problem A.


Figure 34
Altitude vs. time for turning performance problem A.
2. Problems B and C

Figures 35,36 , and 37 are plots of cross-range vs. range, altitude vs. cross-range, and altitude vs. range obtained by integrating the equations of motion with the optimal control expansions found in problems \(A, B\), and \(C\). An observation of Figures 35,36 , and 37 reveals that the expected maneuvers are performed for each initial Mach number. In problem \(B\) the aircraft performs an essentially level turn from an initial Mach number equal to its corner Mach number at this altitude. In problem C the aircraft performs a low-speed yo-yo maneuver losing a maximum of 800 feet after \(90^{\circ}\) of turn from an initial Mach number below its corner Mach number. In problems \(A\) and \(C\), however, the aircraft does not go through as much of an altitude excursion as anticipated by the author. Since in fighter


Figure 35
Cross-range vs. range for
turning performance problems \(A, B\), and \(C\).



Figure 36
Altitude vs. cross-range for turning performance problems \(A, B\), and \(C\).


Figure 37

Altitude vs. range for turning performance problem \(A, B\), and \(C\).

tactics, however, there are no rules on the amount of altitude which should be gained or lost in a yo-yo maneuver, a quantitative evaluation of the results is purely subjective. The important result is that the optimization technique did require the aircraft to perform the high-speed and low-speed yo-yo maneuvers predicted by accepted tactics. The accepted tactics are, therefore, qualitatively correct. The optimal times required to complete the turn for each of the three problems are given in Table 10.
\begin{tabular}{|l|c|}
\hline & \begin{tabular}{c} 
Optimal time \\
for reversal
\end{tabular} \\
\hline problem A & 17.6 sec. \\
problem B & 20.8 sec. \\
problem C & 24.9 sec. \\
\hline
\end{tabular}

Table 10

\section*{VIII. SUMMARY AND CONCLUSIONS}

A number of realistic problems in aircraft and missile performance optimization have been solved by the use of a second-order epsilon method. The mathematical models have portrayed aircraft and missile dynamics in an accurate manner with particular emphasis placed on the modeling of performance and maneuvering limitations.

The state and control inequality constraints generated by these limitations have been handled by a new computationally superior penalty functional. Three desirable theoretical properties of this penalty functional have been shown.

A full Newton-Raphson method for minimizing the augmented performance measure has been shown to be computationally feasible and superior in certain situations to the "modified" Newton-Raphson method proposed elsewhere.

The following observations are significant with respect to the second-order epsilon method.
a. The MNR method is relatively insensitive to the starting values of the unknowns \(\underset{\sim}{c}\). The FNR method diverges for starting values of \(\underset{\sim}{c}\) which are far from optimum.
b. Once \(\underset{\sim}{c}\) is close to optimum, the FNR method converges rapidly whereas typically the MNR method either diverges, oscillates, or converges slowly at best.
c. In relatively simple problems the MNR method is capable of obtaining a solution by itself. In more difficult
problems such as those solved in this dissertation, a combination of the two methods is required. Typically, the most effective procedure involves using the MNR method initially followed by the FNR method when successive iterations yield "small" improvements in the augmented performance measure. In other rare cases where the initial guess for the \(\underset{\sim}{c}\) vector is close to optimum, the FNR method must be used initially.
d. The power of the FNR method close to the minimum can be used to advantage to obtain with minimum effort optimal control and state trajectories for problems with neighboring end conditions by using the solution to a basic problem as a first guess for the new problem.

The solutions to the problems solved have a number of applications. In the missile intercept problem (Section V) minimum-time optimal trajectories may be used as a basis for comparison with the performance of more practical suboptimal controllers such as proportional navigation for a short range air-to-air missile. In the three-dimensional turn-reversal problem the qualitative optimality of an experimentally developed air combat maneuver is shown for the first time. A significant lesson to be learned from the results of this problem is the importance of thrust in comparison to lift coefficient in the maneuvering capability of a fighter aircraft. Thus, an optimization method of the type used in this work applied to realistic performance
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problems has application in the evaluation of tradeoffs in the design of future flight vehicles.

\section*{APPENDIX A}

\section*{MATHEMATICAL MODELS}

In this Appendix the mathematical models used in the problems are derived. In Section A.l the basic equations of motion of an aircraft in three dimensions are derived under appropriate assumptions. This model is used in the problem solved in Section VII. In Section A. 2 the aircraft is restricted to move in the horizontal plane only and the appropriate adjustments are made to the three-dimensional model. In Section A. 3 the aircraft is restricted to move in the vertical plane only and the appropriate adjustments are made to the three-dimensional model. This model is used in the problem solved in Section VI. In Section A. 4 the mathematical model for the missile intercept problem solved in Section \(V\) is derived.
1. The Mathematical Model for an Aircraft Maneuvering in Three Dimensions

In this section the basic three-degree-of-freedom equations of motion of an aircraft are derived. The assumptions are
a. the earth is flat,
b. the aircraft is a point mass,
c. the mass of the aircraft is a constant,
d. the aircraft is always in balanced flight,
e. the aircraft rolls about its velocity vector,
and \(\quad\). acceleration due to gravity is a constant.


The coordinate system and notation are presented below.


Figure 39
Aircraft Coordinate System

Three axis systems.are drawn in Figure 39. They are:
a. \((X, Y, H)\)
a fixed inertial axis system;
b. (X', Y', \(Z^{\prime}\) )
a non-rotating axis system fixed to the center of mass of the aircraft;
c. ( \(x, y, z\) ) a rotating axis system fixed to the center of mass of the aircraft; the x axis is oriented in the direction of the aircraft's velocity vector; the \(y\) axis points out the right wing.

The attitude of the aircraft is given by four angles as follows:
a. a rotation \(\psi\) in the \(X^{\prime} Y^{\prime}\) (horizontal) plane;
b. a rotation \(\gamma\) in the \(x Z\) (vertical) plane;
c. a rotation \(\phi\) in the \(y z\) plane;
d. a rotation \(\alpha\) in the \(x z\) plane.

The three angles \(\psi, \gamma\), and \(\phi\) are the Euler angles (Ref. 19).
The angle \(\alpha\) is the angle of attack of the aircraft using
the thrust line as a reference. The remaining notation is
a. forces;
\(\mathrm{L}=\) lift,
D = drag,
\(\mathrm{T}=\) thrust,
Th = normalized thrust,
\(\mathrm{W}_{\mathrm{e}}=\) gross weight,
b. angles;
\(\alpha=\) angle of attack of the thrust line measured in the \(x z\) plane,
\(\alpha_{S}=\) angle of attack for maximum lift coefficient,
\(\gamma=\) vertical flight path angle measured in the xZ' plane,
\(\phi . \quad=\) bank angle measured in the \(y z\) plane,
\(\psi=\) horizontal flight path angle measured in the \(X^{\prime} Y '\) plane,
c. rates;
\(\mathrm{p}=\) roll rate measured in the \(y z\) plane,
\(q\) = pitch rate measured in the \(x z\) plane,
\(r=y a w ~ r a t e\) measured in the \(x y\) plane,
\(\omega \quad=\) angular velocity of the \(x y z\) system with respect to the \(X^{\prime} Y^{\prime} Z^{\prime}\) system,
d. other parameters;
\[
\mathrm{v}=\text { velocity, }
\]
\(\mathrm{m}=\mathrm{mass}\),
\(\mathrm{g}=\) gravitational constant,
```

$\rho \quad=$ air density,
S = aircraft wing area,
$C_{L}=$ lift coefficient,
$C_{D}=$ drag coefficient,
$\mathrm{H}=$ altitude,
h = normalized altitude,
$R=$ radius of turn,
$\mathrm{M}=$ Mach number,
$M_{c}=$ Corner Mach number,
a $=$ speed of sound,
$\mathrm{v}_{\mathrm{c}}=$ corner velocity,
$\mathrm{n}=$ load factor,
$\underset{\sim}{e}=$ unit vector (with appropriate subscript
indicating direction),
e. subscripts;
$\mathrm{M}=$ maximum value,
$\mathrm{L}=$ minimum value.

```

The equations of motion are derived following the methods used in Reference 19. Starting with Newton's second law
\[
\begin{equation*}
\underset{\sim}{F}=m \frac{d \underset{\sim}{v}}{d t}=m\left[\frac{\underset{\sim}{\delta}}{\delta t}+\underset{\sim}{w} x \underset{\sim}{v}\right], \tag{A.1}
\end{equation*}
\]
where \(\frac{\delta}{\delta t}\) is defined as the time derivative in the xyz system. The aircraft velocity and acceleration may be written
\[
\begin{align*}
& \underset{\sim}{\dot{v}}=\underset{\sim}{v e}  \tag{A.2}\\
& \frac{d \underset{\sim}{v}}{d \dot{t}}=\underset{\sim}{\dot{v}}=\dot{v}_{\sim}^{e} \underset{x}{ }+\underset{\sim}{v}{\dot{\underset{x}{x}}}, \tag{A.3}
\end{align*}
\]
where
\[
\begin{equation*}
\dot{\mathrm{v}}_{\sim}{ }_{x}=\frac{\delta v}{\delta t} \tag{A.4}
\end{equation*}
\]
and
\[
\begin{equation*}
\underset{\sim}{\dot{\sim}} \underset{\sim}{x}=\underset{\sim}{w} x \underset{\sim}{v} . \tag{A.5}
\end{equation*}
\]

The angular velocity of the \(x y z\) system with respect to the non-rotating frame \(X^{\prime} Y^{\prime} Z '\) is given by
\[
\begin{equation*}
\underset{\sim}{\omega}={\underset{\sim}{x}}^{e}+q \underset{\sim}{e} \underset{\sim}{e}+r{\underset{\sim}{z}}^{e} \tag{A.6}
\end{equation*}
\]

At this point, relations between the angular rates \(p, q\), and \(r\) and the angular rates of change of the Euler angles are required. These relations are purely trigonometric in nature and are derived in Reference 19. In matrix notation they are
\[
\left[\begin{array}{l}
\mathrm{p}  \tag{AT}\\
\mathrm{q} \\
\mathrm{r}
\end{array}\right]=\left[\begin{array}{ccl}
1 & 0 & -\sin \gamma \\
0 & \cos \phi & \sin \phi \cos \gamma \\
0 & -\sin \phi & \cos \phi \cos \gamma
\end{array}\right]\left[\begin{array}{l}
\dot{\phi} \\
\dot{\gamma} \\
\dot{\psi}
\end{array}\right] .
\]

Substituting equations (A.7) into equation (A.6), we obtain
\[
\begin{align*}
& \underset{\sim}{\omega}=(\dot{\phi}-\dot{\psi} \sin \gamma) \underset{\sim}{e} \underset{x}{ }+(\dot{\gamma} \cos \phi+\dot{\psi} \sin \phi \cos \gamma) \underset{\sim}{y}  \tag{A.8}\\
& +(\dot{\psi} \cos \phi \cos \gamma-\dot{\gamma} \sin \phi){\underset{\sim}{e}} .
\end{align*}
\]

Using equations (A.8) and (A.2) the product
\(\underset{\sim}{\omega} \mathrm{x} \underset{\sim}{v}=(\dot{\psi} \cos \phi \cos \gamma-\dot{\gamma} \sin \phi) \underset{\sim}{\mathrm{v}} \mathrm{y}-(\dot{\psi} \sin \phi \cos \gamma+\dot{\gamma} \cos \phi) \mathrm{ve}_{\sim}\) (A.9)
is formed. Isolating thrust and weight components in the xyz system,
\[
\begin{align*}
& \mathrm{T}_{\mathrm{x}}=\mathrm{T} \cos \alpha,  \tag{A.10}\\
& \mathrm{~T}_{\mathrm{y}}=0,  \tag{A.11}\\
& \mathrm{~T}_{\mathrm{z}}=-\mathrm{T} \sin \alpha,  \tag{A.12}\\
& \mathrm{~W}_{e_{x}}=-W_{e} \sin \gamma,  \tag{A.13}\\
& \mathrm{~W}_{e_{y}}=W_{e} \cos \gamma \sin \phi,  \tag{A.14}\\
& \mathrm{~W}_{e_{z}}=W_{e} \cos \gamma \cos \phi, \tag{A.15}
\end{align*}
\]
equation (A.1) may be written in component form as
\[
\begin{array}{ll}
T \cos \alpha-D-W_{e} \sin \gamma & =m \dot{v}, \\
W_{e} \cos \gamma \sin \phi & =m v(\dot{\psi} \cos \phi \cos \gamma-\dot{\gamma} \sin \phi),(A .17) \\
W_{e} \cos \gamma \cos \phi-T \sin \alpha-L & =-m v(\dot{\psi} \sin \phi \cos \gamma+\dot{\gamma} \cos \phi) .(A .18)
\end{array}
\]

The equations (A.16) thru (A.18) are the basic equations of motion. To apply optimization methods, it is desirable to
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transform these equations into state variable format. First, lift and drag coefficients are defined by the expressions
\[
\begin{align*}
& L=C_{L^{\frac{1}{2} \rho}} v^{2} S,  \tag{A.19}\\
& D=C_{D^{\frac{1}{2}} \rho v^{2} S} . \tag{A.20}
\end{align*}
\]

Second, it is convenient to introduce the normalizing expressions
\[
\begin{align*}
& \mathrm{v}=\mathrm{aM}  \tag{A.21}\\
& \mathrm{~T}=\mathrm{Th}_{M} \mathrm{Th} \tag{A.22}
\end{align*}
\]

Substituting equations (A.19) thru (A.22) into equations (A.16) thru (A.18) along with the expression
\[
\begin{equation*}
W_{e}=m g, \tag{A.23}
\end{equation*}
\]
we obtain
\[
\begin{align*}
& T h_{M} \operatorname{Th} \cos \alpha-\frac{1}{2} C_{D} \rho(a M)^{2} S-W_{e} \sin \gamma=\frac{W_{e}}{g} a \dot{M}  \tag{A.24}\\
& \begin{aligned}
W_{e} \cos \gamma \sin \phi & =\frac{W_{e}}{g} a M(\dot{\psi} \cos \phi \cos \gamma-\dot{\gamma} \sin \phi)
\end{aligned}  \tag{A.25}\\
& \begin{aligned}
W_{e} \cos \gamma \cos \phi & -T h_{M} T h \sin \alpha-\frac{1}{2} C_{L} \rho(a M)^{2} S \\
& =\frac{W e}{g} a M(\dot{\psi} \sin \phi \cos \gamma+\dot{\gamma} \cos \phi)
\end{aligned} \tag{A.26}
\end{align*}
\]

Solving equations (A.24) thru (A.26) for \(\dot{M}, \dot{\psi}\), and \(\dot{\gamma}\) yields the state variable format
\(\dot{M}=\frac{g T h_{M}}{W_{e} a} T h \cos \alpha-\frac{g}{a} \sin \gamma-\frac{g \rho S a}{2 W_{e}} M^{2} C_{D}\)
\(\dot{\psi}=\frac{g T h_{M}}{W_{e}} \frac{T h \sin \alpha \sin \phi}{M \cos \gamma}+\frac{g \rho S a}{2 W_{e}} \frac{M C_{L} \sin \phi}{\cos \gamma}\)
\(\dot{\gamma}=\frac{g T h_{M}}{W_{e}} \frac{T h \sin \alpha \cos \phi}{M}+\frac{g \rho S a}{2 W_{e}} M C_{L} \cos \phi-\frac{g}{a} \frac{\cos \gamma}{M}\)

In addition the position of the aircraft (center of mass location) may be required from some fixed reference point. To this end three additional state equations are
\[
\begin{align*}
& \dot{X}=a M \cos \gamma \cos \psi,  \tag{A.30}\\
& \dot{Y}=-a M \cos \gamma \sin \psi,  \tag{A.3I}\\
& \dot{H}=a M \sin \gamma \tag{A.32}
\end{align*}
\]

It is convenient, also, to define the load factor \(n\) as
\[
\begin{align*}
n & \equiv \frac{\text { TOTAL LIFTING FORCE }}{\text { WEIGHT }}  \tag{A.33}\\
& =\frac{L+T \sin \alpha}{W_{e}}  \tag{A.34}\\
& =\frac{T h_{M}}{W_{e}} T h \sin \alpha+\frac{\rho S a^{2}}{2 W_{e}} M^{2} C_{L} \tag{A.35}
\end{align*}
\]

With equations (A.35) incorporated into equations (A.27) thru (A.29) the state equations are
\[
\begin{align*}
& \dot{M}=\frac{g T h_{M}}{W_{e}{ }^{2}} T h \cos \alpha-\frac{g_{g}}{a} \sin \gamma-\frac{g \rho S a}{2 W_{e}} M^{2} C_{D}  \tag{A.36}\\
& \dot{\psi}=\frac{g}{a} \frac{n \sin \phi}{M \cos \gamma}  \tag{A.37}\\
& \dot{\gamma}=\frac{g}{a} \frac{n \cos \phi}{M}-\frac{g}{a} \frac{\cos \gamma}{M}
\end{align*}
\]

The mathematical model for the three-dimensional reversal problem solved in Section VII includes the state equations (A.36), (A.37), (A.38), and (A.32). In addition, equation (A.35) must be satisfied. This equation is written in the form
\[
\begin{equation*}
0=\frac{\mathrm{Th}_{M}}{\mathrm{~W}_{\mathrm{e}}} \operatorname{Thsin} \alpha+\frac{\rho \mathrm{Sa}^{2}}{2 W_{e}} M^{2} C_{L}-n . \tag{A.39}
\end{equation*}
\]

The states are Mach number M, horizontal flight path angle \(\psi\), and vertical flight path angle \(\gamma\). The controls are bank angle \(\phi\), normalized thrust \(T h\), angle of attack \(\alpha\), and load factor \(n\) : The purpose of introducing load factor as an independent control through equation (A.35) vice using the state equations (A.27) thru (A.29) is to simplify the state equations and the incorporation of the structural load factor constraint.
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The following inequality constraints are imposed on the controls:
\[
\begin{equation*}
0 \leq T h \leq 1, \tag{A.40}
\end{equation*}
\]
\[
\begin{equation*}
0 \leq \alpha \leq \alpha_{M}, \tag{A.41}
\end{equation*}
\]
\[
\begin{equation*}
0 \leq n \leq n_{M} \tag{A.42}
\end{equation*}
\]

The lift and drag coefficients are given as tabular functions of Mach number and angle of attack. Reynold's number effects are neglected. The parameters considered constant for the problem in Section VII are the gravitational constant \(g\), maximum thrust \(T h_{M}\), aircraft gross weight \(W_{e}\), the speed of sound \(a\), air density \(\rho\), and wind area \(S\).
2. The Mathematical Model for an Aircraft Maneuvering in the Horizontal Plane

In this section the state equations (A.36) thru (A.38) are applied to an aircraft restricted to maneuver in a horizontal plane. The appropriate assumptions are
\[
\begin{align*}
\gamma & =0  \tag{A.43}\\
\dot{\gamma} & =0  \tag{A.44}\\
H & =H_{0} \tag{A.45}
\end{align*}
\]
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Applying equations (A.43) thru (A.45) to equation (A.38), we obtain
\[
\begin{equation*}
n=\frac{1}{\cos \phi} . \tag{A.46}
\end{equation*}
\]

Substituting equations (A.43) and (A.46) into equations (A.36) and (A.37), we may write the state equations as
\[
\begin{align*}
& \dot{M}=\frac{g T h_{M}}{W_{e}{ }^{a}} T h \cos \alpha-\frac{g \rho S a}{2 W_{e}} M^{2} C_{D},  \tag{A.47}\\
& \dot{\psi}=\frac{g \tan \phi}{a M} . \tag{A.48}
\end{align*}
\]

The mathematical model for the two dimensional minimum time and minimum radius of turn problems referred to in Section VII includes the state equations (A.47) and (A.48). In addition, equation (A.35) must be satisfied. Using equation (A.46), equation (A.35) is written in the form
\[
\begin{equation*}
0=\frac{T h_{M}}{W_{e}} T h \sin \alpha \cos \phi+\frac{\rho S a^{2}}{2 W_{e}} C_{L} M^{2} \cos \phi-1 . \tag{A.49}
\end{equation*}
\]

The states are Mach number M, and horizontal flight path angle \(\psi\). The controls are bank angle \(\phi\), angle of attack \(\alpha\), and thrust Th. It is possible to eliminate one control by substituting equation (A.49) into equation (A.48). The use of equation (A.49) as an additional equality constraint is preferred, however, because the state equations are simpler
\[
\tan
\]
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and the required control inequality constraints are simpler to incorporate.

The following inequality constraints are imposed on the controls:
\[
\begin{align*}
& 0 \leq T h \leq 1  \tag{A.50}\\
& 0 \leq \phi \leq \phi_{M}=\cos ^{-1}\left[\frac{1}{n_{M}}\right]  \tag{A.51}\\
& 0 \leq \alpha \leq \alpha_{M} . \tag{A.52}
\end{align*}
\]

The lift and drag coefficients are given as tabular functions of Mach number and angle of attack. The parameters considered constant for the problem are the same as those listed for the three dimensional model described in Section A.I.
3. The Mathematical Model for an Aircraft Maneuvering in the Vertical Plane

In this section the state equations (A.27) thru (A.29)
are applied to an aircraft restricted to maneuver in the vertical plane. The appropriate assumptions are
\[
\begin{equation*}
\phi=0 \tag{A.53}
\end{equation*}
\]
and
\[
\begin{equation*}
\dot{\psi}=0 . \tag{A.54}
\end{equation*}
\]

Substituting equations (A.53) and (A.54) into equations (A.28) and (A.29), we may write the state equations as
\[
\begin{equation*}
\dot{M}=\frac{g T h_{M}}{W_{e}^{a}} T h \cos \alpha-\frac{g}{a} \sin \gamma-\frac{g \rho S a}{2 W} M^{2} C_{D} \tag{A.55}
\end{equation*}
\]
\(\dot{\gamma}=\frac{g T h_{M}}{W_{e}^{a}} \frac{T h \sin \alpha}{M}+\frac{g \rho S a}{2 W_{e}} M C_{L}-\frac{g}{a} \frac{\cos \gamma}{M}\)

The mathematical model for the two dimensional climb performance problem solved in Section VI includes the state equations (A.55) and (A.56) along with state equation (A.32). It is convenient, however, to introduce the following relations into the state equations:
\[
\begin{align*}
\sigma & =\frac{\rho}{\rho_{0}}  \tag{A.57}\\
T h & =\frac{T h_{M}}{W_{e}}  \tag{A.58}\\
h & =\frac{H}{H_{L}} \tag{A.59}
\end{align*}
\]
where
and
\[
\begin{aligned}
& \sigma=\text { density ratio } \\
& \rho_{0}=\text { standard sea level density }, \\
& T h=\text { normalized maximum thrust }, \\
& H_{L}=\text { tropopause altitude }, \\
& h=\text { normalized altitude } .
\end{aligned}
\]

Substituting equations (A.57) thru (A.59) into equations (A.55) and (A.56), we obtain the revised state equations
\[
\begin{align*}
& \dot{M}=\frac{g T h}{a} \cos \alpha-\frac{g}{a} \sin \alpha-\frac{g \rho_{0} S a}{2 W_{e}} \sigma M^{2} C_{D}  \tag{A.60}\\
& \dot{\gamma}=\frac{g T h}{a} \frac{\sin \alpha}{M}+\frac{g \rho_{0} S a}{2 W_{e}} \sigma M C_{L}-\frac{g \cos \gamma}{a M}  \tag{A.6l}\\
& \dot{h}=\frac{a M}{H_{L}} \sin \gamma .
\end{align*}
\]

The states are Mach number \(M\) and vertical flight path angle \(\gamma\). The control is angle of attack \(\alpha\).

The following inequality constraints are imposed on the states and controls:
\[
\begin{gather*}
0 \leq M \leq M_{M}  \tag{A.63}\\
\alpha_{\min } \leq \alpha \leq \alpha_{M} .
\end{gather*}
\]

Thrust (Th) represents normalized maximum thrust for the problem in Section VI. This is given as a tabular function of Mach number and altitude. The lift and drag coefficients are given as tabular functions of Mach number and angle of attack.

Empirical relations are used for density ratio o, speed of sound \(a\), and maximum Mach number \(M_{M}\) as functions of altitude. These relations are given in Appendix D.
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The parameters considered constant for the problem are the gravitational constant \(g\), standard sea level density \(\rho_{o}\), wing area \(S\), gross weight \(W_{e}\), and tropopause altitude \(\mathrm{H}_{\mathrm{L}}\).
4. The Mathematical Model for the Missile Intercept Problem In this section the mathematical model for the missile intercept problem solved in Section \(V\) is derived. An air-to-air missile launched from an attacking aircraft must intercept a constant-velocity target. The missile is restricted to maneuver in a plane. The orientation of this maneuver plane in three dimensional space is defined at launch as the plane containing the position of the missile at launch, the position of the target at launch, and the velocity vector of the target.

The assumptions applied to the problem include those presented in Section A.l plus the following:
a. the initial velocity vector of the missile lies in the maneuver plane,
b. the attacking aircraft is tracking the target at missile launch so that the missile's initial velocity points at the target at \(t=0\),
c. the target moves with constant velocity,
d. components of out of plane forces perpendicular to the maneuver plane are ignored.
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Figure 40 presents a view of the problem in the maneuver plane.


Figure 40
Missile Coordinate System


Four axis systems are drawn in Figure 40. They are:
a. ( \(X^{\prime}, Y^{\prime}\) ) a fixed inertial axis system in the maneuver plane with the origin at the missile launch point;
b. (X , Y) a Newtonian reference system in the maneuver plane with the origin at the missile launch point at \(t=0\); after launch the origin remains fixed with respect to the target (it moves with velocity \(\mathrm{v}_{\mathrm{T}}\) with respect to the X'Y' system);
c. ( \(x^{\prime \prime}, y^{\prime \prime}\) ) a non-rotating axis system fixed to the missile center of mass;
d. ( \(x^{\prime}, y^{\prime}\) ) a rotating axis system fixed to the missile center of mass; the \(x^{\prime}\) axis is oriented in the direction of the missile's velocity vector.

The systems X'Y', XY, and \(\mathrm{x}^{\prime \prime} \mathrm{y}^{\prime \prime}\) are oriented in the maneuver plane so that the axes \(0^{\prime} X ', 0 X\), and \(c x\) " form the intersection of the maneuver plane and a horizontal plane. These axes are chosen so that the target's initial \(X, X^{\prime}\), and \(x^{\prime \prime}\) positions are positive. The axes \(O^{\prime} Y^{\prime}, O Y\), and cy" are chosen so that the component ofmissile weight inthe maneuver plane is acting in the negative \(Y^{\prime}, Y\), or \(y^{\prime \prime}\) direction. All angles are positive as they are shown in Figure 40 in the counterclockwise direction. The remaining notation is:
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N = normal aerodynamic force,
A = axial aerodynamic force,
T = thrust,
Th = normalized thrust,
W
plane,

```
b. angles;
```

\alpha = angle of attack,
0 = missile flight path angle,
\gamma = target flight path angle,

```
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c. other quantities;
```

v = missile velocity,
v
M = missile Mach number,
MT
We
C
C
\omega}=\mathrm{ angular velocity of the x'y' system with
respect to the x"y" system,
m = missile mass,
g = gravitational constant,
S = missile wing area,
\rho = air density,
n = load factor,
a = speed of sound,

```

The equations of motion are derived following the methods used in Section A.1. Equations (A.1) thru (A.5) are identical. The angular velocity of the \(x\) 'y' system with respect to the non-rotating frame \(x " y "\) is given by
\[
\begin{equation*}
\underset{\sim}{\omega}=\dot{\theta} \underset{\sim}{e}{ }_{z}, \tag{A.65}
\end{equation*}
\]

The product
\[
\begin{equation*}
\underset{\sim}{\dot{w}} \times \underset{\sim}{v}=v \dot{\theta} \underset{\sim}{e} \underset{y}{e}, \tag{A.66}
\end{equation*}
\]
is formed. Summing forces in the \(x^{\prime}\) and \(y^{\prime}\) directions, we obtain from equation (A.1)
\(T \cos \alpha-N \sin \alpha-A \cos \alpha-W_{C} \sin \theta=m \dot{v}\),
\(T \sin \alpha+N \cos \alpha-A \sin \alpha-W_{c} \cos \theta=m v \dot{\theta}\).

Axial and normal force coefficients are defined by the expressions
\[
\begin{equation*}
A=C_{A} \frac{1}{2} \rho v^{2} S \tag{A.69}
\end{equation*}
\]
and
\[
\begin{equation*}
N=C_{N} \frac{1}{2} \rho v^{2} S \tag{A.70}
\end{equation*}
\]

Substituting equations (A.21), (A.22), and (A.23) into equations (A.69) and (A.70) and transforming the results into state variable format, the state equations become
\(\dot{M}=\frac{g T h_{M}}{a W_{e}} T h \cos \alpha-\frac{g \rho S a}{2 W_{e}} M^{2} C_{A} \cos \alpha-\frac{g \rho S a}{2 W_{e}} M^{2} C_{N} \sin \alpha-\frac{g W_{C}}{a W_{e}} \sin \theta\),
\(\dot{\theta}=\frac{g T h_{M}}{a W_{e}} \frac{T h \sin \alpha}{M}-\frac{g \rho S a}{2 W_{e}} M C_{A} \sin \alpha+\frac{g \rho S a}{2 W_{e}} M C_{N} \cos \alpha-\frac{g W_{C}}{a W_{e}} \frac{\cos \theta}{M}\).

Two additional state equations are required to impose end conditions on the relative positions of the missile and target in the optimization procedure. They are
\[
\begin{align*}
& \dot{\mathrm{X}}=a M \cos \theta-a M_{\mathrm{T}} \cos \gamma  \tag{A.73}\\
& \dot{Y}=a M \sin \theta-a M_{\mathrm{T}} \sin \gamma \tag{A.74}
\end{align*}
\]
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The states are missile Mach number \(M\) and missile flight path angle \(\theta\). The control is missile angle of attack \(\alpha\). Normalized thrust is given by
\[
\begin{array}{ll}
T h=1 & t \leq t_{B}  \tag{A.75}\\
T h=0 & t>t_{B}
\end{array}
\]
where \(t_{B}\) represents engine burnout. The following inequality constraints are imposed:
\[
\begin{align*}
& -\alpha_{M} \leq \quad \alpha \leq \alpha_{M}  \tag{A.77}\\
& -n_{M} \leq \frac{a}{g}(\dot{\theta} M) \leq n_{M} \tag{A.78}
\end{align*}
\]

Equation (A.78) represents a structural load factor limit. The axial and normal force coefficients are given as tabular functions of Mach number and angle of attack. Parameters considered constant for the problem are the gravitational constant \(g\), maximum thrust \(\mathrm{Th}_{M}\), the speed of sound \(a\), missile weight \(W_{e}\), air density \(\rho\), missile wing area \(S\), the Mach number of the target \(M_{T}\), and the flight path angle of the target \(\gamma\).

In order to properly define the problem, it is necessary to perform several manipulations in analytic geometry. First, the three dimensional positions of the missile and target must be specified at launch. Second, the velocity
vector of the target and the Mach number of the missile at launch must be specified. Once this is done it is necessary to:
.a. identify the maneuver plane,
b. identify the XY coordinate system,
c. calculate the target coordinates in that system,
d. calculate the target flight path angle \(\gamma\), the initial missile flight path angle \(\theta(0)\), and the component of the missile weight acting in the maneuver plane \(W_{c}\). The optimization procedure can then be commenced.

To accomplish these calculations an initial coordinate system is established in which the problem can be easily visualized. The origin is situated at the missile. The \(O X\) axis is positioned in the horizontal plane. The \(O \underline{Y}\) axis is positioned in the horizontal plane such that the target has no \(\underline{Y}\) coordinate. The \(0 \underline{Z}\) axis is positioned in the vertical plane such that a target which has an altitude advantage over the missile has a positive \(\underline{Z}\) component. This coordinate system is shown in figures 41 and 42 . The angles \(\delta_{T}\) and \(B_{T}\) are defined as shown above. The following relations may be written:
\[
\begin{align*}
\underset{\sim}{a} & =R_{T}{ }_{\sim}^{i}+h_{T} k  \tag{A.79}\\
\underset{\sim}{M} T & =m_{x^{\prime}} \underset{\sim}{i}+m_{y}{\underset{\sim}{\prime}}_{j}^{j}+m_{z^{\prime}} \underset{\sim}{k}  \tag{A.80}\\
\tan \delta_{T} & =\frac{m_{z}^{\prime}}{m_{x^{\prime}}^{\prime}} \tag{A.81}
\end{align*}
\]
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Figure 41


Figure 42
Initial Missile Coordinate System
\[
\begin{equation*}
\tan \beta_{T}=\frac{m_{y^{\prime}}}{m_{x^{\prime}}} \tag{A.82}
\end{equation*}
\]

With the problem defined in the coordinate system shown in Figures 41 and 42 it is now necessary to transfer the problem to the coordinate system used in the optimization procedure. That is, it is necessary to identify the maneuver plane and the \(X Y\) coordinate system. To this end, a vector normal to the maneuver plane is
\[
\begin{align*}
\underset{\sim}{N} & =\underset{\sim}{a} \times \underset{\sim}{M} T  \tag{A.83}\\
& =-h_{T} m_{y}, \underset{\sim}{1}+\left(h_{T} m_{x^{\prime}}-R_{T} m_{z},\right) \underset{\sim}{j}+R_{T} m_{y}{ }_{\sim}^{k} . \tag{A.84}
\end{align*}
\]

To establish the \(X\) axis a vector is required which is in both the maneuver plane and a horizontal plane. Such a vector is
\[
\begin{align*}
\underset{\sim}{x} & =\underset{\sim}{N} \times \underset{\sim}{k}  \tag{A.85}\\
& =\left(h_{T^{\prime}}{\underset{x}{ }}^{\prime}-R_{T^{\prime}} m_{z^{\prime}}\right) \underset{\sim}{1}+h_{T^{\prime}} y^{\prime} \underset{\sim}{j} . \tag{A.86}
\end{align*}
\]

To establish the \(Y\) axis a vector is required which is in the maneuver plane and perpendicular to the \(X\) axis. Such a vector is
\[
\begin{aligned}
& 4 \\
& -\quad-2
\end{aligned}
\]
\[
\begin{align*}
& \begin{array}{c}
=- \\
=-
\end{array} \\
& \text { (2) } \\
& \text { (2) }
\end{align*}
\]
=-
=
\(\qquad\)

\[
\begin{align*}
\underset{\sim}{Y} & =\underset{\sim}{N} \times \underset{\sim}{X}  \tag{A.87}\\
& =-R_{T} h_{T} m_{h^{\prime}}{ }^{2} \underset{\sim}{1}+R_{T} m_{y},\left(h_{T} m_{x^{\prime}}-R_{T} m_{z},\right) \underset{\sim}{J}  \tag{A.88}\\
& =\left[h_{T}{ }^{2} m_{y^{\prime}}{ }^{2}+\left(h_{T} m_{x^{\prime}}-R_{T} m_{z^{\prime}}\right)^{2}\right] \underset{\sim}{x} .
\end{align*}
\]

The angle \(\phi\) between the maneuver plane and a horizontal plane is required and is given by
\[
\begin{align*}
& \cos \phi=|\underset{\sim}{N} \cdot \underset{\sim}{\underset{\sim}{N}}|  \tag{A.89}\\
& =\left|\frac{R_{T^{\prime}} y^{\prime}}{\left[\left(h_{T^{\prime}} m_{\prime^{\prime}}\right)^{2}+\left(h_{T^{\prime} x^{\prime}}-R_{T^{\prime} m^{\prime}}\right)^{2}+\left(R_{T^{\prime} y^{\prime}}\right)^{2}\right]^{\frac{1}{2}}}\right| . \tag{A.90}
\end{align*}
\]

The missile weight component in the maneuver plane \(W_{c}\) may be found from
\[
\begin{equation*}
\mathrm{W}_{\mathrm{c}}=\mathrm{w}_{\mathrm{e}} \sin \phi \tag{A.91}
\end{equation*}
\]

This is shown graphically in Figure 43.


Figure 43
Missile Weight Component

The initial target coordinates are
\[
\begin{align*}
X_{T}(0) & =\mid \text { PROJ } \underset{\sim}{X_{\sim}} \\
& =\left|\frac{R_{T}\left(h_{T} m_{x^{\prime}}-R_{T} m_{z^{\prime}}\right)}{\left[\left(h_{T} m_{x^{\prime}}-R_{T} m_{z^{\prime}}\right)^{2}+\left(h_{T} m_{y^{\prime}}\right)^{2}\right]^{\frac{1}{2}}}\right| \tag{A.93}
\end{align*}
\]
\(\mathrm{Y}_{\mathrm{T}}(0)= \pm \mathrm{PROJ}_{\underset{\sim}{\mathrm{Y}}}^{\sim} \underset{\sim}{a}\)
\[
\begin{equation*}
= \pm \frac{-R_{T}{ }^{2} h_{T} m_{y^{\prime}}{ }^{2}-h_{T}{ }^{3} m_{y^{\prime}}{ }^{2}-h_{T}\left(h_{T} m_{x^{\prime}}-R_{T} m_{z},\right)^{2}}{\left.\left\{\left(R_{T} h_{T} m_{y^{\prime}}\right)^{2}\right)^{2}+\left[R_{T} m_{y^{\prime}}\left(h_{T} m_{x^{\prime}}-R_{T} m_{z}\right)\right]^{2}+\left[h_{T}^{2} m_{y^{\prime}}^{2}+\left(h_{T} m_{x^{\prime}}-R_{T} m_{z^{\prime}}\right)^{2}\right]^{2}\right\}^{1 / 2}} \tag{A.95}
\end{equation*}
\]

The sign of \(Y_{T}(0)\) is resolved by:
\[
\text { if } h_{T} \geq 0, Y_{T} \text { is positive; }
\]
if \(h_{T}<0, Y_{T}\) is negative.

The initial missile flight path angle \(\theta(0)\) is
\[
\begin{equation*}
\tan \theta(0)=\frac{Y_{T}(0)}{X_{T}(0)} \tag{A.96}
\end{equation*}
\]
by assumption \(b\) at the beginning of this section. Before proceeding it is necessary to insure that the \(\underset{\sim}{X}\) and \(\underset{\sim}{Y}\) vectors given in equations (A.86) and (A.88) have the

\section*{}

\section*{E?}

Wer
correct sense. This may be checked by observing the sign of PROJ \(X_{\sim}\) a which should be positive and the sign of PROJ \(Y_{\sim}^{a}\) which should be positive if \(h_{T}>0\) or negative if \(h_{T}<\tilde{0}\). After the senses of these vectors have been checked and altered as required, the target flight path angle \(\gamma\) may be calculated by
\[
\begin{equation*}
\cos \gamma=\frac{\underset{\sim}{M} \cdot \underset{\sim}{X}}{\left|\sim_{\sim}^{M}\right| \cdot \mid} \tag{A.97}
\end{equation*}
\]

The possible range of \(\gamma\) is
\[
\begin{equation*}
-\pi \leq \gamma \leq \pi \tag{A.98}
\end{equation*}
\]

If \(\cos \gamma\) is positive, then
\[
\begin{equation*}
-\frac{\pi}{2} \leq \gamma \leq \frac{\pi}{2} \tag{A.99}
\end{equation*}
\]

If \(\cos \gamma\) is negative, then
\[
\begin{equation*}
\frac{\pi}{2} \leq \gamma \leq \pi \quad \text { or } \quad-\pi \leq \gamma \leq-\frac{\pi}{2} \tag{A.100}
\end{equation*}
\]

To find which inequality applies in (A.100) the quantity
\[
\begin{equation*}
\mathrm{k}=\frac{\underset{\sim}{\underset{M}{M}} \cdot \underset{\sim}{\mathrm{Y}}}{|\underset{\sim}{\underset{\sim}{M}}||\underset{\sim}{Y}|} \tag{A.101}
\end{equation*}
\]
is formed. If \(k\) is positive, then
\[
\begin{equation*}
0 \leq \gamma \leq \pi \tag{A.102}
\end{equation*}
\]
-

If \(k\) is negative, then
\[
\begin{equation*}
-\pi \leq \gamma \leq 0 \tag{A.103}
\end{equation*}
\]

This logic completes the set up of the problem in the maneuver plane.

\section*{APPENDIX B}

\section*{TABULAR FUNCTIONS}

In this Appendix the tabular functions used in the problems are presented.

\section*{1. Three Dimensional Plots}

Three dimensional plots of all tabular functions are presented here. Figure 44 gives the lift coefficient \(C_{L}\) as a function of Mach number \(M\) and angle of attack \(\alpha\) for the the supersonic fighter aircraft used in the aircraft problems. Figure 45 gives the drag coefficient \(C_{D}\) as a function of Mach number \(M\) and angle of attack \(\alpha\) for the same fighter. Figure 46 gives normalized maximum thrust Th as a function of Mach number \(M\) and altitude \(H\) for the supersonic aircraft performing the minimum-time climb in the problem in Section VI. Figure 47 gives the normal force coefficient \(C_{N}\) as a function of Mach number \(M\) and angle of attack \(\alpha\) for the air-to-air missile used in the problem in Section V. Figure 48 gives the axial force coefficient \(C_{A}\) for this missile.

\section*{2. Tables}

Following each plot a condensed version of the table used in the computation is presented.
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\(C_{L}=f(M, \alpha)\)
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Figure 45
\[
C_{D}=f(M, \alpha)
\]
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Figure 46
\(T h=f(M, H)\)
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Figure 47
\[
C_{N}=f(M, \alpha)
\]
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\[
\begin{gathered}
\text { Figure } 48 \\
C_{A}=f(M, \alpha)
\end{gathered}
\]
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PARAMETER

\section*{ANGLE DF ATTACK} w \(\sum^{\infty}\) MACH

11 90.000 HORIZONTAL
VERTICAL 80.000
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\section*{APPENDIX C}

\section*{INTERPOLATION}

In the optimization problems solved herein the aerodynamic data is given in tabular form. The dependent variable \(D\) is given as a function of two independent variables \(M\) and \(\alpha\) in all cases. Excerpts from the tables used in computation are presented in Appendix B.

For a given \(M\) and \(\alpha\) quantities \(D, \frac{\partial D}{\partial M}, \frac{\partial D}{\partial \alpha}, \frac{\partial^{2} D}{\partial M^{2}}, \frac{\partial^{2} D}{\partial \alpha^{2}}\), and \(\frac{\partial^{2} D}{\partial M \partial \alpha}\) are required by the optimization algorithm. Parabolic interpolation is used to obtain these quantities. In this Appendix parabolic interpolation for two independent variables is derived.

\section*{1. Parabolic Interpolation in the Plane}

To apply parabolic interpolation to a tabular function of two independent variables the nearest point in the tables to the given point ( \(M, \alpha\) ) must first be found. It is assumed that the tabular data is given at constant intervals \(\Delta \mathrm{M}\) and \(\Delta \alpha\) in the independent variables. The nearest point given in the tables and the surrounding eight points are required in the interpolation and are shown in Figure 49. The parameters \(\theta\) and \(\phi\) locate the point ( \(M, \alpha\) ) from the nearest tabular point \(\left(M_{S}, \alpha_{S}\right)\). If \(\left(M_{S}, \alpha_{S}\right)\) is the nearest point then
\[
\begin{equation*}
-\frac{1}{2} \leq \phi \leq \frac{1}{2} \tag{C.1}
\end{equation*}
\]
电
＋
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\(4 \sqrt{17}\)


Figure 49
and
\[
\begin{equation*}
-\frac{1}{2} \leq \theta \leq \frac{1}{2} \tag{C.2}
\end{equation*}
\]

The inequalities (C.l) and (C.2) hold unless the nearest point \(\left(M_{S} ; \alpha_{S}\right)\) is on a border of the table. In this case \(\left(M_{S}, \alpha_{S}\right)\) is chosen one point in from the border. The parameters \(\theta\) and \(\phi\) then satisfy
\[
\begin{equation*}
-1 \leq \phi \leq 1 \tag{C.3}
\end{equation*}
\]
and
\[
\begin{equation*}
-1 \leq \theta \leq 1 \tag{c.4}
\end{equation*}
\]

Writing Taylor series expansions including up to second order terms for the eight points surrounding ( \(M_{s}, \alpha_{s}\) ), we obtain
\[
\begin{equation*}
D\left(M_{s}+\Delta M, \alpha_{s}+\Delta \alpha\right)=D\left(M_{s+1}, \alpha_{s+1}\right) \approx D\left(M_{s}, \alpha_{s}\right) \tag{C.5}
\end{equation*}
\]
\(+\left.\Delta M \frac{\partial D}{\partial M}\right|_{S}+\left.\Delta \alpha \frac{\partial D}{\partial \alpha}\right|_{S}+\left.\frac{(\Delta M)^{2}}{2} \frac{\partial^{2} D}{\partial M^{2}}\right|_{S}+\left.\frac{(\Delta \alpha)^{2}}{2} \frac{\partial^{2} D}{\partial \alpha^{2}}\right|_{S}+\left.\Delta M \Delta \alpha \frac{\partial^{2} D}{\partial M \partial \alpha}\right|_{S}\)
\[
\begin{align*}
& D\left(M_{s}-\Delta M, \alpha_{s}-\Delta \alpha\right)=D\left(M_{s-1}, \alpha_{s-1}\right) \approx D\left(M_{s}, \alpha_{s}\right)  \tag{C.6}\\
& -\left.\Delta M \frac{\partial D}{\partial M}\right|_{s}-\left.\Delta \alpha \frac{\partial D}{\partial \alpha}\right|_{s}+\left.\frac{(\Delta M)^{2}}{2} \frac{\partial^{2} D}{\partial M^{2}}\right|_{s}+\left.\frac{(\Delta \alpha)^{2}}{2} \frac{\partial^{2} D}{\partial \alpha^{2}}\right|_{s}+\left.\Delta M \Delta \alpha \frac{\partial^{2} D}{\partial M \partial \alpha}\right|_{s}
\end{align*}
\]
\[
\begin{equation*}
D\left(M_{s}-\Delta M, \alpha_{s}+\Delta \alpha\right)=D\left(M_{s-1}, \alpha_{s+1}\right) \approx D\left(M_{s}, \alpha_{s}\right) \tag{C.7}
\end{equation*}
\]
\(-\left.\Delta M \frac{\partial D}{\partial M}\right|_{S}+\left.\Delta \alpha \frac{\partial D}{\partial \alpha}\right|_{S}+\left.\frac{(\Delta M)^{2}}{2} \frac{\partial^{2} D}{\partial M^{2}}\right|_{S}+\left.\frac{(\Delta \alpha)^{2}}{2} \frac{\partial^{2} D}{\partial \alpha^{2}}\right|_{S}-\left.\Delta M \Delta \alpha \frac{\partial^{2} D}{\partial M \partial \alpha}\right|_{S}\)
\[
\begin{equation*}
D\left(M_{s}+\Delta M, \alpha_{s}-\Delta \alpha\right)=D\left(M_{s+1}, \alpha_{s-1}\right) \approx D\left(M_{s}, \alpha_{s}\right) \tag{c.8}
\end{equation*}
\]
\(+\left.\Delta M \frac{\partial D}{\partial M}\right|_{S}-\left.\Delta \alpha \frac{\partial D}{\partial \alpha}\right|_{S}+\left.\frac{(\Delta M)^{2}}{2} \frac{\partial^{2} D}{\partial M^{2}}\right|_{S}+\left.\frac{(\Delta \alpha)^{2}}{2} \frac{\partial^{2} D}{\partial \alpha^{2}}\right|_{S}-\left.\Delta M \Delta \alpha \frac{\partial^{2} D}{\partial M \partial \alpha}\right|_{S}\)
\[
D\left(M_{s}+\Delta M, \alpha_{s}\right)=D\left(M_{s+1}, \alpha_{s}\right) \approx D\left(M_{s}, \alpha_{s}\right)+\left.\Delta M \frac{\partial D}{\partial M}\right|_{s}+\left.\frac{(\Delta M)^{2}}{2} \frac{\partial^{2} D}{\partial M^{2}}\right|_{s}
\]

\[
\begin{align*}
& D\left(M_{s}-\Delta M, \alpha_{s}\right)=D\left(M_{s-1}, \alpha_{s}\right) \approx D\left(M_{s}, \alpha_{s}\right)-\left.\Delta M \frac{\partial D}{\partial M}\right|_{S}+\left.\frac{(\Delta M)^{2}}{2} \frac{\partial^{2} D}{\partial M^{2}}\right|_{S} \\
& \text { (C.10) } \\
& D\left(M_{s}, \alpha_{s}+\Delta \alpha\right)=D\left(M_{s}, \alpha_{s+1}\right) \approx D\left(M_{s}, \alpha_{s}\right)+\left.\Delta \alpha \frac{\partial D}{\partial \alpha}\right|_{s}+\left.\frac{(\Delta \alpha)^{2}}{2} \frac{\partial^{2} D}{\partial \alpha^{2}}\right|_{s}  \tag{C.11}\\
& D\left(M_{S}, \alpha_{S}-\Delta \alpha\right)=D\left(M_{S}, \alpha_{S-1}\right) \approx D\left(M_{S}, \alpha_{S}\right)-\left.\Delta \alpha \frac{\partial D}{\partial \alpha}\right|_{S}+\left.\frac{(\Delta \alpha)^{2}}{2} \frac{\partial^{2} D}{\partial \alpha^{2}}\right|_{S} \tag{C.12}
\end{align*}
\]

Subtracting equation (C.10) from equation (C.9), we obtain
\[
D\left(M_{S+1}, \alpha_{s}\right)-\left.D\left(M_{S-1}, \alpha_{S}\right) \approx 2 \Delta M \frac{\partial D}{\partial M}\right|_{S}
\]
or
\[
\begin{equation*}
\left.\frac{\partial D}{\partial M}\right|_{S} \approx \frac{D\left(M_{s+1}, \alpha_{s}\right)-D\left(M_{s-1}, \alpha_{s}\right)}{2 \Delta M} \tag{C.13}
\end{equation*}
\]

Subtracting equation (C.12) from equation (C.11), we obtain
\[
D\left(M_{s}, \alpha_{s+1}\right)-\left.D\left(M_{s}, \alpha_{s-1}\right) \approx 2 \Delta \alpha \frac{\partial D}{\partial \alpha}\right|_{s}
\]
or
\[
\begin{equation*}
\left.\frac{\partial D}{\partial \alpha}\right|_{s} \frac{D\left(M_{s}, \alpha_{s+1}\right)-D\left(M_{s}, \alpha_{s-1}\right)}{2 \Delta \alpha} \tag{C.14}
\end{equation*}
\]


Adding equation (C.10) to equation (C.9), we obtain
\[
D\left(M_{s+1}, \alpha_{s}\right)+D\left(M_{s-1}, \alpha_{s}\right) \approx 2 D\left(M_{s}, \alpha_{s}\right)+\left.(\Delta M)^{2} \frac{\partial^{2} D}{\partial M^{2}}\right|_{s}
\]
or
\[
\begin{equation*}
\left.\frac{\partial^{2} D}{\partial M^{2}}\right|_{s} \approx \frac{D\left(M_{s+1}, \alpha_{s}\right)-2 D\left(M_{s}, \alpha_{s}\right)+D\left(M_{s-1}, \alpha_{s}\right)}{(\Delta M)^{2}} \tag{C.15}
\end{equation*}
\]

Adding equation (C.12) to equation (C.11), we obtain
\(D\left(M_{s}, \alpha_{s+1}\right)+D\left(M_{s}, \alpha_{s-1}\right) \approx 2 D\left(M_{s}, \alpha_{s}\right)+\left.(\Delta \alpha)^{2} \frac{\partial^{2} D}{\partial \alpha^{2}}\right|_{S}\)
or
\[
\begin{equation*}
\left.\frac{\partial^{2} D}{\partial \alpha^{2}}\right|_{s} \approx \frac{D\left(M_{s}, \alpha_{s+1}\right)-2 D\left(M_{s}, \alpha_{s}\right)+D\left(M_{s}, \alpha_{s-1}\right)}{(\Delta \alpha)^{2}} \tag{C.16}
\end{equation*}
\]

Subtracting equation (C.7) plus equation (C.8) from equation (C.5) plus equation (C.6), we obtain
\(D\left(M_{s+1}, \alpha_{s+1}\right)+D\left(M_{s-1}, \alpha_{s-1}\right)-D\left(M_{s-1}, \alpha_{s+1}\right)-D\left(M_{s+1}, \alpha_{s-1}\right) \approx\)
\[
\begin{equation*}
\left.4 \Delta M \Delta \alpha \frac{\partial^{2} D}{\partial M \partial \alpha}\right|_{S} \tag{c.17}
\end{equation*}
\]
or
\(\left.\frac{\partial^{2} D}{\partial M \partial \alpha}\right|_{s} \approx \frac{D\left(M_{s+1}, \alpha_{s+1}\right)+D\left(M_{s-1}, \alpha_{s-1}\right)-D\left(M_{s-1}, \alpha_{s+1}\right)-D\left(M_{s+1}, \alpha_{s-1}\right)}{4 \Delta M \Delta \alpha}\)

A Taylor series is written for the point ( \(M, \alpha\) ). Using equations (C.13), C.14), (C.15), (C.16), and (C.17), we may reduce this series to
\[
\begin{align*}
& D\left(M_{s}+\theta \Delta M_{,} \alpha_{s}+\phi \Delta \alpha\right)=D\left(M_{,}\right) \approx D\left(M_{s}, \alpha_{s}\right)+\frac{\theta}{2}\left[D\left(M_{s+1}, \alpha_{s}\right)-D\left(M_{s-1}, \alpha_{s}\right)\right] \\
& \quad+\frac{\phi}{2}\left[D\left(M_{s}, \alpha_{s+1}\right)-D\left(M_{s}, \alpha_{s-1}\right)\right]+\frac{\theta^{2}}{2}\left[D\left(M_{s+1}, \alpha_{s}\right)-2 D\left(M_{s}, \alpha_{s}\right)+D\left(M_{s-1}, \alpha_{s}\right)\right] \\
& \quad+\frac{\phi^{2}}{2}\left[D\left(M_{s}, \alpha_{s+1}\right)+D\left(M_{s}, \alpha_{s-1}\right)-2 D\left(M_{s}, \alpha_{s}\right)\right]  \tag{C.18}\\
& \quad+\frac{\theta \phi}{4}\left[D\left(M_{s+1}, \alpha_{s+1}\right)+D\left(M_{s-1}, \alpha_{s-1}\right)-D\left(M_{s-1}, \alpha_{s+1}\right)-D\left(M_{s+1}, \alpha_{s-1}\right)\right] .
\end{align*}
\]

Rearranging, we have
\[
\begin{align*}
D(M, \alpha) & \approx \frac{\theta \phi}{4} D\left(M_{s-1}, \alpha_{s-1}\right)+\frac{\phi(\phi-1)}{2} D\left(M_{s}, \alpha_{s-1}\right) \\
& -\frac{\theta \phi}{4} D\left(M_{s+1}, \alpha_{s-1}\right)+\frac{\theta(\theta+1)}{2} D\left(M_{s+1}, \alpha_{s}\right) \\
& +\frac{\theta \phi}{4} D\left(M_{s+1}, \alpha_{s+1}\right)+\frac{\phi(\phi+1)}{2} D\left(M_{s}, \alpha_{s+1}\right)  \tag{C.19}\\
& -\frac{\theta \phi}{4} D\left(M_{s-1}, \alpha_{s+1}\right)+\frac{\theta(\theta-1)}{2} D\left(M_{s-1}, \alpha_{s}\right) \\
& +\left(1-\theta^{2}-\phi^{2}\right) D\left(M_{s}, \alpha_{s}\right) .
\end{align*}
\]

Equation (C.19) is the expression used to interpolate for the value of \(D\) in terms of the surrounding none tabular points. To obtain expressions for the required partial derivatives, observe that
\[
\begin{equation*}
M=M_{S}+\theta \Delta M \tag{C.20}
\end{equation*}
\]
and
\[
\begin{equation*}
\alpha=\alpha_{s}+\phi \Delta \alpha \tag{C.21}
\end{equation*}
\]

Therefore,
\[
\begin{equation*}
\frac{d \theta}{d M}=\frac{1}{\Delta M} \tag{C.22}
\end{equation*}
\]
and
\[
\begin{equation*}
\frac{d \phi}{d \alpha}=\frac{l}{\Delta \alpha} . \tag{c.23}
\end{equation*}
\]

The chain rule for partial derivatives yields
\[
\begin{equation*}
\frac{\partial D}{\partial M}\left(M_{S}+\theta \Delta M, \alpha_{S}+\phi \Delta \alpha\right)=\frac{\partial D}{\partial M}(M, \alpha)=\frac{\partial D(M, \alpha)}{\partial \theta} \frac{\partial \theta}{\partial M} . \tag{c.24}
\end{equation*}
\]

Taking the partial derivative of equation (C.19) with respect to \(\theta\), we obtain

\(\frac{\partial D}{\partial M}(M, \alpha)=\frac{1}{\Delta M}\left[\frac{\phi}{4} D\left(M_{s-1}, \alpha_{S-1}\right)-\frac{\phi}{4} D\left(M_{s+1}, \alpha_{S-1}\right)+\frac{2 \theta+1}{2} D\left(M_{s+1}, \alpha_{S}\right)\right.\)
\[
\begin{equation*}
+\frac{\phi}{4} D\left(M_{s+1}, \alpha_{s+1}\right)-\frac{\phi}{4} D\left(M_{s-1}, \alpha_{s+1}\right)+\frac{2 \theta-1}{2} D\left(M_{s-1}, \alpha_{s}\right) \tag{C.25}
\end{equation*}
\]
\(\left.-2 \theta D\left(M_{s}, \alpha_{s}\right)\right] \quad\).

Using similar procedures, we may derive the remaining expressions,
\[
\begin{align*}
\frac{\partial D}{\partial \alpha}(M, \alpha)= & \frac{1}{\Delta \alpha}\left[\frac{\theta}{4} D\left(M_{s-1}, \alpha_{s-1}\right)+\frac{2 \phi-1}{2} D\left(M_{s}, \alpha_{s-1}\right)-\frac{\theta}{4} D\left(M_{s+1}, \alpha_{s-1}\right)\right. \\
& +\frac{\theta}{4} D\left(M_{s+1}, \alpha_{s+1}\right)+\frac{2 \phi+1}{2} D\left(M_{s}, \alpha_{s+1}\right)-\frac{\theta}{4} D\left(M_{s-1}, \alpha_{s+1}\right) \tag{C.26}
\end{align*}
\]
\(\left.-2 \phi D\left(M_{s}, \alpha_{s}\right)\right]\)
\[
\begin{equation*}
\frac{\partial^{2} D}{\partial M^{2}}(M, \alpha)=\frac{1}{(\Delta M)^{2}}\left[D\left(M_{s+1}, \alpha_{s}\right)-2 D\left(M_{s}, \alpha_{s}\right)+D\left(M_{s-1}, \alpha_{s}\right)\right] \tag{C.27}
\end{equation*}
\]
\[
\begin{equation*}
\frac{\partial^{2} D}{\partial \alpha^{2}}(M, \alpha)=\frac{1}{(\Delta \alpha)^{2}}\left[D\left(M_{s}, \alpha_{s-1}\right)-2 D\left(M_{s}, \alpha_{s}\right)+D\left(M_{s}, \alpha_{s+1}\right)\right] \tag{C.28}
\end{equation*}
\]
\(\frac{\partial^{2} D}{\partial M \partial \alpha}(M, \alpha)=\frac{1}{4 \Delta M \Delta \alpha}\left[D\left(M_{s-1}, \alpha_{s-1}\right)-D\left(M_{s+1}, \alpha_{s-1}\right)+D\left(M_{s+1}, \alpha_{s+1}\right)\right.\)
\[
\begin{equation*}
\left.-D\left(M_{s-1}, \alpha_{s+1}\right)\right] \tag{C.29}
\end{equation*}
\]

\section*{APPENDIX D}

\section*{EMPIRICAL RELATIONS}

In the problem treated in Section VI empirical relations are used for
\[
\begin{align*}
& \sigma=f(H),  \tag{D.I}\\
& a=f(H), \tag{D.2}
\end{align*}
\]
and
\[
\begin{equation*}
M_{M}=f(H) \tag{D.3}
\end{equation*}
\]

Where the parameters are air density ratio ( \(\sigma\) ), speed of sound (a), maximum Mach number ( \(M_{M}\) ), and altitude ( \(H\) ). The air density ratio is defined as
\[
\begin{equation*}
\sigma \stackrel{\Delta}{=} \frac{\rho}{\rho_{0}} \tag{D.4}
\end{equation*}
\]
where \(\sigma\) is sea level standard day density. This Appendix presents these empirical relations and compares the values obtained from these relations with standard atmospheric conditions.

\section*{1. Air Density Ratio}

The empirical relation used for air density ratio is
\[
\begin{equation*}
\sigma=e^{-c_{1} h}+c_{3} h^{-c_{2} h} \tag{D.5}
\end{equation*}
\]

where
\[
\begin{equation*}
h=\frac{H}{H_{L}} \tag{D.6}
\end{equation*}
\]
and
\[
\begin{align*}
& \mathrm{H}_{\mathrm{L}}=36,089 \mathrm{ft} .  \tag{D.7}\\
& \mathrm{c}_{1}=1.54100  \tag{D.8}\\
& c_{2}=1.80445  \tag{D.9}\\
& c_{3}=0.4130 \tag{D.IO}
\end{align*}
\]

Figure 50 is a plot of the values of \(\sigma\) obtained from equation (D.5) compared to those obtained from standard atmospheric tables.

\section*{2. Speed of Sound}

The empirical relation used for the speed of sound is
\[
\begin{array}{rlrl}
a & =a_{0}\left(1-c_{7} h\right) & & h<1 \\
& =971 \mathrm{ft} . / \mathrm{sec}, \quad, \quad h \geq 1 \tag{D.12}
\end{array}
\]
where the parameter \(a_{0}\) is the speed of sound at sea level on a standard day; that is
\[
\begin{equation*}
a_{0}=1116.89 \mathrm{ft} . / \mathrm{sec} \tag{D.13}
\end{equation*}
\]
and
\[
\begin{equation*}
c_{7}=0.1331 \tag{D.14}
\end{equation*}
\]

Figure 51 is a plot of a vs. H. The expressions (D.1l) and (D.12) duplicate exactly the values obtained from standard atmospheric tables.


Figure 50
Air density vs. altitude


Figure 51
Speed of sound vs. altitude

\section*{3. Maximum Mach Number}

The empirical relation used for the maximum Mach number of the aircraft for the problem solved in Section VI is
\[
\begin{equation*}
M_{M}=2.1-1.1 e^{-2.4 h} \tag{D.15}
\end{equation*}
\]

Figure 52 is a plot of equation (E.9) along with the actual restrictions of the aircraft under consideration.


Placard Mach number vs. altitude
(1)

\section*{APPENDIX E}

\section*{A CONVEXITY THEOREM}

In this Appendix the following theorem on convexity is proved.

Theorem 1: If \(f(\underset{\sim}{x})\) is convex on \(R^{n}\) where \(\underset{\sim}{x} \in R^{n}\), and \(f \geq 0\), then \(f^{K}(\underset{\sim}{x})\) is convex on \(R^{n}\) where \(K\) is any positive integer. This theorem is proved by mathematical induction. First, the following theorem is proved.

Theorem 2: If \(f(\underset{\sim}{x})\) is convex on \(R^{n}\) where \(\underset{\sim}{x} \varepsilon R^{n}\), and \(f \geq 0\), then \(f^{2}(\underset{\sim}{x})\) is convex on \(R^{n}\).
Proof: The function \(f(\underset{\sim}{x})\) is convex if
\[
\begin{equation*}
f\left[\lambda{\underset{\sim}{x}}_{2}+(1-\lambda){\underset{\sim}{x}}_{1}\right] \leq \lambda f\left({\underset{\sim}{x}}_{2}\right)+(1-\lambda) f\left({\underset{\sim}{x}}_{1}\right) \tag{E.I}
\end{equation*}
\]
for all \({\underset{\sim}{x}}_{1},{\underset{\sim}{2}}_{2}\) and \(\lambda \varepsilon[0,1]\). Squaring both sides of inequality (E.I) we have
\[
\begin{equation*}
f^{2}\left[\lambda{\underset{\sim}{x}}_{2}+(1-\lambda){\underset{\sim}{1}}_{1}\right] \leq[\lambda f(\underset{\sim}{x}{\underset{\sim}{2}})+(1-\lambda) f(\underset{\sim}{x})]^{2} . \tag{E.2}
\end{equation*}
\]

The sense of the inequality (E.2) is retained as \(f \geq 0\). To prove that \(f^{2}(\underset{\sim}{x})\) is convex, it must be shown that
\[
\begin{equation*}
f^{2}\left[\lambda{\underset{\sim}{x}}_{2}+(1-\lambda){\underset{\sim}{x}}_{1}\right] \leq \lambda f^{2}\left(\underset{\sim}{x_{2}}\right)+(1-\lambda) f^{2}\left(\underset{\sim}{x_{1}}\right) \tag{E.3}
\end{equation*}
\]

Observing inequality (E.2), (E.3) is seen to be a true inequality if it can be shown that
\[
\begin{equation*}
[\lambda f(\underset{\sim}{x} 2)+(1-\lambda) f(\underset{\sim}{x})]^{2} \leq \lambda f^{2}\left(\underset{\sim}{x}{ }_{2}\right)+(1-\lambda) f^{2}(\underset{\sim}{x}) . \tag{EM}
\end{equation*}
\]

To show that inequality (E.4) is true, we proceed as follows. Since \(\lambda \varepsilon[0,1]\), it is true that
\[
\begin{equation*}
\lambda\left[f(\underset{\sim}{x})-f\left(\underset{\sim}{x} x_{1}\right)\right]^{2} \leq\left[f\left(\underset{\sim}{x}{\underset{\sim}{2}}^{x}\right)-f(\underset{\sim}{x})\right]^{2} . \tag{E.5}
\end{equation*}
\]

Expanding inequality (E.5), we have
\[
\lambda\left[f(\underset{\sim}{x} 2-f(\underset{\sim}{x})]^{2} \leq f^{2}\left(\underset{\sim}{x}{\underset{\sim}{2}}^{x}\right)-2 f(\underset{\sim}{x}) f(\underset{\sim}{x})+f^{2}\left(\underset{\sim}{x} x_{1}\right) \cdot(E \cdot 6)\right.
\]

Rearranging inequality (E.6), we have
\[
\lambda[f(\underset{\sim}{x})-f(\underset{\sim}{x})]^{2}+2 f(\underset{\sim}{x} \underset{\sim}{x}) f(\underset{\sim}{x})-f^{2}(\underset{\sim}{x}) \leq f^{2}(\underset{\sim}{x}) \cdot(E \cdot 7)
\]

Subtracting \(f^{2}\left({\underset{\sim}{x}}_{1}\right)\) from both sides, we obtain
\[
\begin{equation*}
\lambda[f(\underset{\sim}{x} 2)-f(\underset{\sim}{x})]^{2}+2 f(\underset{\sim}{x})\left[f\left({\underset{\sim}{x}}_{2}\right)-f(\underset{\sim}{x} 1)\right] \leq f^{2}\left(\underset{\sim}{x} x_{2}\right)-f^{2}(\underset{\sim}{x}) . \tag{E.8}
\end{equation*}
\]

Multiplying inequality (E.8) by \(\lambda\), we have
\[
\begin{gather*}
\lambda^{2} f^{2}(\underset{\sim}{x} 2)  \tag{E.9}\\
-2 \lambda^{2} f(\underset{\sim}{x}) f(\underset{\sim}{x})+\lambda^{2} f^{2}(\underset{\sim}{x} 1)+2 \lambda f(\underset{\sim}{x}) f\left({\underset{\sim}{x}}_{2}\right) \\
-2 \lambda f^{2}(\underset{\sim}{x}) \leq \lambda f^{2}(\underset{\sim}{x})-\lambda f^{2}(\underset{\sim}{x} 1)
\end{gather*}
\]


Adding \(f^{2}(\underset{\sim}{x})\) to both sides of inequality (E.9), we obtain
\[
\begin{align*}
& \lambda^{2} f^{2}(\underset{\sim}{x} 2)-2 \lambda^{2} f(\underset{\sim}{x}) f(\underset{\sim}{x})+2 \lambda f\left({\underset{\sim}{x}}_{1}\right) f\left({\underset{\sim}{x}}_{2}\right)+f^{2}\left({\underset{\sim}{x}}_{1}\right) \\
& -2 \lambda f^{2}(\underset{\sim}{x})+\lambda^{2} f^{2}(\underset{\sim}{x}) \leq \lambda f^{2}(\underset{\sim}{x}{\underset{\sim}{2}})-\lambda f^{2}(\underset{\sim}{x} 1)+f^{2}(\underset{\sim}{x}) . \tag{E.10}
\end{align*}
\]

Simplifying inequality (E.10), we obtain
\[
\begin{equation*}
[\lambda f(\underset{\sim}{x})+(1-\lambda) f(\underset{\sim}{x})]^{2} \leq \lambda f^{2}(\underset{\sim}{x})+(1-\lambda) f^{2}(\underset{\sim}{x}) . \tag{E.11}
\end{equation*}
\]

This is the inequality we set out to show. The theorem is proved.

Second, the following theorem is proved.
Theorem 3: If \(f^{K}(\underset{\sim}{x})\) is convex on \(R^{n}\) where \(\underset{\sim}{x} \in R^{n}\), and \(f \geq 0\), then \(f^{K+1}(\underset{\sim}{x})\) is convex on \(R^{n}\).
Proof: It has already been shown that if \(f(\underset{\sim}{x})\) is convex and \(f \geq 0\), then \(f^{2}(\underset{\sim}{x})\) is convex. It is now assumed that
\[
\begin{equation*}
\mathrm{f}^{\mathrm{K}}[\lambda \underset{\sim}{x} \underset{2}{ }+(1-\lambda) \underset{\sim}{x}] \leq \lambda \mathrm{f}^{\mathrm{K}}(\underset{\sim}{x})+(1-\lambda) \mathrm{f}^{\mathrm{K}}(\underset{\sim}{x}{\underset{\sim}{1}}) . \tag{E.12}
\end{equation*}
\]

Multiplying both sides of inequality (E.12) by \(f\left[\lambda \underset{\sim}{x}{ }_{2}+(1-\lambda){\underset{\sim}{1}}_{1}\right]\) a positive quantity, we obtain
\[
\begin{equation*}
f^{K+1}\left[\lambda \underset{\sim}{x} 2+(1-\lambda){\underset{\sim}{x}}_{1}\right] \leq\left[\lambda f^{K}(\underset{\sim}{x}{\underset{\sim}{x}})+(1-\lambda) f^{K}(\underset{\sim}{x})\right]\left\{f\left[\lambda \underset{\sim}{x}{\underset{\sim}{x}}+(1-\lambda){\underset{\sim}{x}}_{1}\right]\right\} . \tag{E.13}
\end{equation*}
\]

\title{

}

\(\qquad\)

Substituting the expression (E.l) into inequality (E.13), we have
\[
\begin{equation*}
f^{K+1}\left[\lambda \underset{\sim}{x} x+(1-\lambda){\underset{\sim}{x}}^{x_{1}}\right] \leq\left[\lambda f^{K}(\underset{\sim}{x})+(1-\lambda) f^{K}(\underset{\sim}{x})\right]\left[\lambda f\left(\underset{\sim}{x}{\underset{\sim}{x}}^{x}\right)+(1-\lambda) f(\underset{\sim}{x})\right] . \tag{E.14}
\end{equation*}
\]

To prove that \(f^{K+1}(\underset{\sim}{x})\) is convex it must be shown that
\[
\begin{equation*}
f^{K+1}\left[\lambda \underset{\sim}{x}+(1-\lambda){\underset{\sim}{x}}^{x}\right] \leq \lambda f^{K+1}(\underset{\sim}{x})+(1-\lambda) f^{K+1}(\underset{\sim}{x}) . \tag{E.15}
\end{equation*}
\]

Observing inequality (E.14), (E.15) is seen to be a true inequality if it can be shown that
\(\left[\lambda f^{K}(\underset{\sim}{x})+(1-\lambda) f^{K}(\underset{\sim}{x})\right]\left[\lambda f(\underset{\sim}{x})+(1-\lambda) f\left({\underset{\sim}{x}}^{x_{1}}\right)\right] \leq \lambda f^{K+1}(\underset{\sim}{x})+(1-\lambda) f^{K+1}(\underset{\sim}{x})\).

To show that inequality (E.16) is true we proceed as follows. The expression
\[
\begin{equation*}
\left[f^{K}(\underset{\sim}{x})-f^{K}(\underset{\sim}{x})\right][f(\underset{\sim}{x})-f(\underset{\sim}{x})] . \tag{E.17}
\end{equation*}
\]
is always a positive number because the signs of the expressions in parentheses in expression (E.17) must be the same. The following inequality holds
\(\lambda\left[f^{K}(\underset{\sim}{x})-f^{K}(\underset{\sim}{x})\right]\left[f(\underset{\sim}{x} \underset{\sim}{x})-f\left({\underset{\sim}{x}}_{1}\right)\right] \leq\left[f^{K}(\underset{\sim}{x})-f^{K}(\underset{\sim}{x})\right][f(\underset{\sim}{x} \underset{\sim}{x})-f(\underset{\sim}{x} 1)]\).


Expanding and multiplying by \(\lambda\), we obtain

Rearranging inequality \((E .19)\) and subtracting \(2 \lambda f^{K+1}(\underset{\sim}{x})\) from both sides, we obtain
\[
\begin{aligned}
& \lambda^{2}\left[f^{K+1}(\underset{\sim}{x}{\underset{\sim}{2}})-f^{K}(\underset{\sim}{x} 1) f\left({\underset{\sim}{x}}_{2}\right)-f(\underset{\sim}{x} 1) f^{K}(\underset{\sim}{x} \underset{\sim}{x})+f^{K+1}(\underset{\sim}{x})\right] \\
& +\lambda\left[f^{K}(\underset{\sim}{x} 1) f\left({\underset{\sim}{x}}_{2}\right)+f(\underset{\sim}{x} 1) f^{K}(\underset{\sim}{x})-2 f^{K+1}(\underset{\sim}{x})\right] \leq \lambda\left[f^{K+1}\left(\underset{\sim}{x}{\underset{\sim}{x}}^{x}\right)-f^{K+1}(\underset{\sim}{x})\right] .
\end{aligned}
\]

Further expansion and rearranging yields
\[
\begin{equation*}
\left.\lambda^{2} f^{K+1}\left(\underset{\sim}{x} x_{2}\right)+\lambda f^{K}(\underset{\sim}{x} 1) f(\underset{\sim}{x})-\lambda^{2} f^{K}(\underset{\sim}{x} 1) f(\underset{\sim}{x})_{2}\right)+\lambda f(\underset{\sim}{x} 1) f^{K}(\underset{\sim}{x})-\lambda^{2} f(\underset{\sim}{x}) f^{K}(\underset{\sim}{x}) \tag{E.21}
\end{equation*}
\]
\(-2 \lambda f^{K+1}(\underset{\sim}{x} 1)+\lambda^{2} f^{K+1}(\underset{\sim}{x} 1) \leq \lambda f^{K+1}\left(\underset{\sim}{x}{\underset{\sim}{2}}^{x}\right)-\lambda f^{K+1}(\underset{\sim}{x} 1)\).

Adding \(f^{K+1}\left(x_{l}\right)\) to both sides and rearranging further, we have
\[
\begin{gather*}
\lambda^{2} f^{K+1}(\underset{\sim}{x})+\lambda(1-\lambda) f^{K}(\underset{\sim}{x} 1) f(\underset{\sim}{x})+\lambda(1-\lambda) f(\underset{\sim}{x}) f^{K}(\underset{\sim}{x})+(1-\lambda)^{2} f^{K+1}(\underset{\sim}{x} 1) \\
\leq \lambda f^{K+1}\left(\underset{\sim}{x_{2}}\right)+(1-\lambda) f^{K+1}(\underset{\sim}{x} 1) \tag{E.22}
\end{gather*}
\]
or
\(\left.\left[\lambda f^{K}(\underset{\sim}{x})+(1-\lambda) f^{K}(\underset{\sim}{x})\right]\left[\lambda f\left(\underset{\sim}{x}{\underset{\sim}{2}}^{x}\right)+(1-\lambda) f\left({\underset{\sim}{x}}^{x_{1}}\right)\right] \leq \lambda f^{K+1}(\underset{\sim}{x})+(1-\lambda) f^{K+1}(\underset{\sim}{x})_{1}\right)\).

This is the inequality we set out to show in (E.16). The theorem is proved.

It has been shown that if \(f(\underset{\sim}{x})\) is convex and \(f \leq 0\) then \(f^{2}(\underset{\sim}{x})\) is convex. By Theorem \(3, f^{3}(\underset{\sim}{x})\) is convex. By Theorem 3 again, \(f^{4}(\underset{\sim}{x})\) is convex. This reasoning can be followed for all powers \(K\) where \(K\) is a positive integer. The basic theorem is established.
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